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Abstract

The Accellera SystemVerilog language[3] includes two new features designed to remove much
of the tedium and verbosity related to building top-level ASIC and FPGA designs from
instantiated sub-blocks. These enhancements permit one of two forms of implicit port
connections

NOTE: An updated copy of this paper can be found at www.sunburst-design.com/papers
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1. Implicit port connections

Verilog[2] and VHDL both have the ability to instiantiate modules using either positional or
named port connections. Positional ports are subject to mis-ordered incorrect connections, which
is why most experienced companies have internal guidelines requiring the use of named port
connections. Unfortunately the use of named port connections in a top-level ASIC or FPGA
design is typically a very verbose and redundant set of connections that requires multiple pages
of coding to describe. Often, most of the top-level module port names match the equivalent net
or bus connections.

Whenever a design review is conducted using a verbose top-level model, the reviewing engineers
always ask the same question, “did you simulate it?”” The instantiations are so tedious and
verbose that nobody intends to read and verify every connection in the top-level HDL design.

SystemVerilog[3] addresses the top-level verbosity issue with two new concise and powerful
implicit port connection enhancements: . name and .* connection.
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Figure 1 - Central Arithmetic Logic Unit (CALU) Block Diagram

Figure 1 shows a re-drawn version of the Texas Instruments First-Generation TMS320 CALU
block diagram[1]. In this paper, this simple model will be built by instantiating each of the
shown sub-modules, using multiple instantiation methods, into top-level calu modules.
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2. Different port connection styles

In this section, the CALU model will be coded four different ways: (1) using positional port
connections, (2) using named port connections, (3) using new SystemVerilog . name implicit
port connections, and (4) using new SystemVerilog . * implicit port connections.

The styles are compared for coding effort and efficiency.
2.1 Verilog positional port connections

Verilog has always permitted positional port connections. The Verilog code for the positional
port connections for the CALU block diagram is shown in Example 1. The model requires 31
lines of code and 679 characters.

module calul (
inout [15:0] data,
input [ 3:0] bs_Ishft,
input [ 2:0] alu_op,
input [ 1:0] shft_Ishft,

input calu_muxsel, en_shft, Id_acc, Id_bs,
input Id_multopl, Id_multout, Id_shft, en_acc,
input clk, rst_n);

wire [31:0] acc, alu_in, alu_out, bs, mult, multout;
wire [15:0] mop1l;

multopl multopl (mopl, data, Id_multopl,
clk, rst_n);

multiplier multiplier (mult, mopl, data);

multoutreg multoutreg (multout, mult,

Id_multout, clk, rst_n);
barrel_shifter barrel_shifter (bs, data, bs_Ishft,
Id_bs, clk, rst_n);

mux2 mux (alu_in, multout, bs,
calu_muxsel);

alu alu (alu_out, , ,
alu_in, acc, alu_op);

accumulator accumulator (acc, alu_out, 1d_acc,
clk, rst_n);

shifter shifter (data, acc, shft_Ishft,

1d_shft, en_shft,
clk, rst n);
tribuf tribuf (data, acc[15:0],
en_acc);
endmodule

Example 1 - CALU model built using positional port connections

2.2 Verilog named port connections

Verilog has always permitted named port connections (also called explicit port connections).
Any engineer who has ever assembled a top-level netlist for a large ASIC or FPGA is familiar
with the tedious pattern of instantiating ports of the form:
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mymodule ul (.data(data), .address(address), ... .BORING(BORING));

The top-level module description for a large ASIC or FPGA design may be 10-20 pages of
tediously instantiated modules forming a collection of port names and net names that offer little
value to the author or reviewer of the code. With net names potentially dispersed onto multiple
pages of code, it is difficult for an engineer to comprehend the structure of such a design.

Most engineers agree that large top-level ASIC or FPGA netlists offer very little value aside
from connecting modules together to simulate or synthesize. They are painful to assemble,
painful to debug and sometimes painful to maintain when lower-level module port lists are
modified, requiring top-level netlist modifications.

The problem with large top-level netlists is that there is too much information captured and the
information is spread out over too many pages to allow easy visualization of the design structure.
For all practical purposes, the top-level design becomes a sea of names and gates. The
information is all there but it is in a largely unusable form!

The named port connections version of the Verilog code for the CALU block diagram is shown
in Example 2. The model requires 43 lines of code and 1,019 characters.

module calu2 (
inout [15:0] data,
input [ 3:0] bs_Ishft,
input [ 2:0] alu_op,
input [ 1:0] shft_Ishft,

input calu_muxsel, en_shft, Id_acc, Id_bs,
input Id_multopl, Id_multout, Id_shft, en_acc,
input clk, rst_n);

wire [31:0] acc, alu_in, alu_out, bs, mult, multout;
wire [15:0] mop1l;

multopl multopl (-mopl(mopl), .data(data),
-1d_multopl(ld_multopl),
.clk(clk), .rst_n(rst_n));

multiplier multiplier (-mult(mult), .mopl(mopl),
.data(data));

multoutreg multoutreg (-multout(multout),
-mult(mult),

-1d_multout(ld_multout),

.clk(clk), .rst_n(rst_n));
barrel_shifter barrel_shifter (.bs(bs), .data(data),

-bs_Ishft(bs_Ishft),

.1d_bs(ld_bs),

.clk(clk), .rst_n(rst_n));

mux2 mux (.y(alu_in),
-i0(multout),
-il(bs),
-sell(calu_muxsel));

alu alu (-alu_out(alu_out),

-.zero(Q), -neg(Q), -alu_in(alu_in),
.acc(acc), -alu_op(alu_op));
accumulator accumulator (.acc(acc), -alu_out(alu_out),
-1d_acc(ld_acc), -.clk(clk),
-rst_n(rst_n));
shifter shifter (-data(data), -.acc(acc),
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-shft_Ishft(shft_Ishft),
-1d_shft(ld_shft),
-en_shft(en_shft),
.clk(clk), .rst_n(rst_n));
tribuf tribuf (.data(data), -acc(acc[15:0]),
.en_acc(en_acc));
endmodule

Example 2 - CALU model built using named port connections

2.3 The .name implicit port connection enhancement

SystemVerilog introduces the ability to do . name implicit port connections. Whenever the port
name and size matches the connecting net or bus name and size, the port name can be listed just
once with a leading period as shown in Example 3. The model requires 32 lines of code and 756
characters.

module calu3 (
inout [15:0] data,
input [ 3:0] bs_Ishft,
input [ 2:0] alu_op,
input [ 1:0] shft_Ishft,

input calu_muxsel, en_shft, Id_acc, Id_bs,
input Id_multopl, Id_multout, Id_shft, en_acc,
input clk, rst_n);

wire [31:0] acc, alu_in, alu_out, bs, mult, multout;
wire [15:0] mopl;

multopl multopl (.mopl, .data, .Id_multopl,
.clk, .rst_n);

multiplier multiplier (-mult, _mopl, .data);

multoutreg multoutreg (-multout, .mult,
-1d_multout, .clk, .rst_n);

barrel_shifter barrel_shifter (.bs, .data, .bs_Ishft,
-Id_bs, .clk, .rst_n);

mux2 mux (.y(alu_in),
-i0(multout), .il(bs),
-sell(calu_muxsel));

alu alu (.alu_out, .zero(), -neg(Q),
.alu_in, .acc, .alu_op);

accumulator accumulator (.acc, .alu_out, .ld_acc,
.clk, .rst_n);

shifter shifter (.data, .acc, .shft_Ishft,
.1d_shft, .en_shft,
.clk, .rst_n);

tribuf tribuf (.data, .acc(acc[15:0]),
-en_acc);

endmodule

Example 3 - CALU model built using .name implicit port connections

2.4 The .* implicit port connection enhancement

SystemVerilog also introduces the ability to do . * implicit port connections. Just like the
-name implicit port connection enhancement, whenever the port name and size matches the
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connecting net or bus name and size, the port name can be listed just once with a leading period
as shown in Example 4. The model requires 23 lines of code and 517 characters.

module calud (
inout [15:0] data,
input [ 3:0] bs_Ishft,
input [ 2:0] alu_op,
input [ 1:0] shft_Ishft,

input calu_muxsel, en_shft, Id_acc, Id_bs,
input Id_multopl, Id_multout, Id_shft, en_acc,
input clk, rst_n);

wire [31:0] acc, alu_in, alu_out, bs, mult, multout;
wire [15:0] mop1l;

multopl multopl -*);

multiplier multiplier (-*);

multoutreg multoutreg -*);

barrel_shifter barrel_shifter (.*);

mux2 mux (.y(alu_in), .i0(multout),

-i1(bs) , .sell(calu_muxsel));

alu alu (.* , -.zeroQ), -negQ):
accumulator accumulator (.*);

shifter shifter (-*);

tribuf tribuf (.* , .acc(acc[15:0]));

endmodule

Example 4 - - CALU model built using .* implicit port connections

3. Important implicit port connection rules

There are six important rules related to the implicit port connection enhancements. They are:

(1) -name and .* implicit ports are not allowed to be mixed in the same instantiation.
Instantiating one module with . name implicit ports and another module with .* implicit
ports is permitted.

(2) -name or _* implicit ports are not allowed to be mixed in the same instantiation with
positional port connections.

(3) A named port connection is required if the port size does not match the size of the connecting
net or bus. For example: a 16-bit data bus connected to an 8-bit data port requires a
named port connection to show which of the 16 bits are connected to the 8-bit data port.

(4) A named port connection is required if the port name does not match the connecting net or
bus name. For example the 32-bit pad address named paddr connecting to a 32-bit addr
port would require a named port connections (. - - .addr(paddr), ...);

(5) A named port connection is required if the port is unconnected. For example, if the above
instantiations have an unconnected bus error (berr) port, the unconnected port must be
listed as a named empty port (- - - .berrQQ, --.);

(6) All nets or variables connected to the implicit ports must be declared in the instantiating
module, either as explicit net or variable declarations or as explicit port declarations.
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Rule #6 requires that 1-bit nets be declared if the net is to be implicitly connected to a port of the
instantiated module. Similarly, multi-bit buses must still be declared. Implicit port connection
does not support automatic 1-bit net declaration.

My experience so far suggests that typically only a few dozen additional wire declarations are
required to take advantage of the . name and .* implicit port connection enhancements. The . *
enhancement can reduce 10 pages of top-level ASIC or FPGA instantiation code down to three
pages of equivalent code while highlighting the differences in the port connections.

4. Stronger port connection-typing

An interesting side-effect of the implicit port connection enhancements is that not only are the
coding styles more concise and less error prone, but the coding style actually imposes some
VHDL-like stronger typing on the port connections that did not previously exist in Verilog.

The Verilog Standard allows connections of unequal sizes and then issues a port-size mismatch
warning when the design is elaborated. The .name and .* implicit instantiation enhancements
require that all sizes be matched; hence, reducing port-size instantiation errors.

Verilog allows unconnected ports to be omitted from the instantiation port list. The . name and
- * implicit instantiation enhancements require that all unconnected ports be listed; hence,
reducing instantiation errors related to accidental omission of ports.

Verilog does not require declaration of 1-bit nets and declaring 1-bit nets does not increase the
name checking of 1-bit nets. The .name and .* implicit instantiation enhancements require that
connections be made to declared nets and variables in the instantiating module. This means that
declarations will be required and tested in the instantiating module without the onerous use of the
Verilog-2001 “default_nettype none directive (which also requires the keyword wire to
be added to all net-ports).

The SystemVerilog designer will now get stronger size and declaration checking with an
enhancement that reduces top-level RTL coding by as much as 70%. A very nice trade-off!

The .* implicit port instantiation enhancement not only offers better port checking, it also
makes the code more concise and highlights net-connections that are exceptions to like-named
connections. Reviewers will more easily focus on the important parts of an upper-level netlist as
opposed to pages of redundant and error-prone verbose connections.

5. Potential implicit port connection problems

There is a new type of potential error associated with implicit port connections: what if a port
name in an instantiated module accidentally and unintentionally matches a net name in the
instantiating module? The .* implicit connection enhancement will erroneously connect the
same-named port and net together and it will have to be debugged (a bug which may not be easy
to find). This problem is similar to the potential misconnection caused by scripts that
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automatically generate named port lists. In both cases, the wrong port may be connected to a
same-name net.

The .* implicit port instantiation enhancement was actually added to the SystemVerilog
language at the request of Intel engineers that had a very similar capability with Intel's internal
IHDL language, so the SystemVerilog committee took the opportunity to ask Intel engineers if
they had encountered significant difficulties debugging the problem described above. Intel
engineers reported that using IHDL they had seen the above problems but that the problems were
rare and relatively easy to find and correct.

6. Intelligent Tools

Although not required by the SystemVerilog standards documents, there is feature that tool
vendors could add to their SystemVerilog compilers or to linting tools to assist users to find
implicit port connection problems.

Whenever a instantiated module port is mistakenly connected to the wrong net, it generally
means that some other net at the top-level is only connected at one end of the correct net.

Compilers or linting tools could check all nets in a design and report nets that do not have drivers
(indicating that one or more inputs are connected together but no output is present on the net)
and nets that only have one or more drivers but no receivers (indicating that there are no inputs
connected to the net). Both of these conditions are likely to be errors and will help the savvy
designer to investigate anomalous cases. This would most likely catch 90-100% of all incorrectly
named implicit net connections.

7. Limitation - gate-level netlists

Will engineers use .name or .* on a gate-level netlist? No!
Why?

Most gate-level netlists instantiate 100's to 1000's of primitives many with input ports named a,
b, ¢, d, and many with output ports named y and qg. Using implicit port instantiations would
short together 100's to 1000's of unrelated ports.

Implicit port connections help designers at the top-levels of a design and with block-level
testbenches but they do not help with low-level netlists, which contain 100's to 1000's of same-
named ports.

The good news is, gate-level netlists are generally generated by synthesis or netlisting tools and
the tools do a good job of creating low-level netlists with named port connections.
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8. Naming conventions

Many companies employ net-naming conventions that add prefixes and suffixes to net names if
they are 1/0 pads or connected to module ports or if they are internal signals. Engineers from
these companies have already expressed interest in having SystemVerilog enhanced with some
form of regular expression matching and generation capabilities.

Although the request is very interesting, most tool vendors on the SystemVerilog committees do
not relish the idea of adding regular expression capabilities to their tools and it is doubtful that
such enhancements will be readily added to SystemVerilog standards in the near future.

Companies that employ the prefix-suffix naming conventions have two obvious choices if they
would still like to use -name or .* implicit port connections:

(1) create an in-house tool that can take a prefix-suffix-style top-level netlist and convert it to a
-name or . * implicit port connection-friendly style, then use existing SystemVerilog tools,

or

(2) make a change to their in-house naming convention strategies to take advantage of the
-name or .* implicit port connection enhancements.

The second option may be very attractive considering the connection and debug capabilities of
the implicit port connection enhancements.

9. Debugging & the .name compromise

In reality, when . * was first proposed as an implicit port instantiation enhancement to the
SystemVerilog language, there were some members of the SystemVerilog standards group who
were very uncomfortable about what this enhancement would do to debugging efficiency and
design clarity because it effectively hid module port names for all instantiated modules
connected using the .* implicit port connections.

The debug-concern related to hidden .* port connections is reminiscent of similar concerns held
by experienced schematic-based design engineers about 5-10 years ago. Schematic-based
designers used to debug designs by tracing visible wires between blocks on one or multiple
schematic pages. There are no visible wires connecting module ports in an RTL design, which
made some designers very nervous about the ease of debugging an RTL design.

RTL designers quickly adapted to RTL designs by using the search command in their favorite
text editors. Debugging was not any more difficult, it was just different!

Similarly, there have been RTL designers who have expressed concern about the ease of
debugging an RTL design with hidden . * implicit ports. An engineer cannot easily search within
their favorite text editor to find the end points of nets for designs assembled with . * implicit
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ports. This makes some experienced RTL designers very nervous about the ease of debugging an
RTL design with .* implicit port connections.

SystemVerilog RTL designers are quickly adapting to the hidden . * implicit ports by using the
UNIX grep command to find all of the Verilog files within the same directory that are connected
to common net. Again, debugging is not any more difficult, it is just different!

Recognizing that some engineers would be hesitant to employ the design-abstraction imposed by
the .* implicit port connection enhancement, the SystemVerilog standards group added the
-name implicit port connection style as a very useful compromise to the abstraction imposed by
- * implicit ports.

Engineers who insist on seeing all of the port connections in the top-level models will use the
-name implicit port connection style, which offers all the benefits of the strong SystemVerilog
port type checking, all the advantages of named port connections, and still reduces the amount of
code required to build a top-level design to an effort close to what engineers now have with
positional port connections.

10. Block-level testbenches using .* implicit ports

Assembling a block-level testbench is simple using the . * implicit port connections. The block-
level testbench for the calu models (shown in Example 5) was built using the steps outlined
below:

To build a block-level testbench:

(1) copy the header and declarations from the Design Under Test (DUT) module and paste the
header and declarations into a testbench file.

(2) change all DUT 1nout port declarations into testbench wi re declarations.

(3) change all DUT input port declarations into testbench reg declarations (or logic
declarations).

(4) change all DUT output port declarations into testbench wi re declarations (or logic
declarations).

(5) if the DUT port declarations were Verilog-2001 ANSI-C-style port declarations, each end-of-
line must be changed froma","toa";"

(6) instantiate the DUT with . * (all ports now match declared testbench variables).

(7) add appropriate stimulus to test the DUT.

(8) add appropriate verification code for the DUT.

The preceding steps were used to build a block-level testbench for the calu4 module of
Example 4 (the same block-level testbench techniques would also work for the Verilog-2001
calu blocks shown in Example 1 and Example 2, or the SystemVerilog calu block of
Example 3).

module blk _tb;
wire [15:0] data;
reg [ 3:0] bs_Ishft;
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reg [ 2:0] alu_op;

reg [ 1:0] shft_Ishft;

reg calu_muxsel, en_shft, Id_acc, Id_bs;

reg Id_multopl, Id_multout, Id_shft, en_acc;
reg clk, rst_n;

calu4 ul (.*); // DUT instantiated using .*

initial begin // Stimulus

initial begin // Verification
enaﬁédule

Example 5 - Block-level testbench for the calu models using SystemVerilog .* implicit port-connections

Step (6) is the biggest difference between block-level testbenches using Verilog-2001 and
SystemVerilog. No longer is it necessary to elaborate all the named port connections, now the
DUT can be easily instantiated using .* implicit port connections.

11. Use it right! Don't blame the EDA tools!

Some EDA tool developers are worried about this enhancement because they are concerned that
engineers will use it wrong, blame the EDA tools when errors are reported and tie up EDA
support resources to debug engineering mistakes. This is a valid concern - untrained engineers
making mistakes and blaming the EDA tools.

To all engineers that intend to use this extremely powerful enhancement - when EDA tools
report compile errors, please examine your code carefully before pointing the finger at the EDA
vendor. We do not want to give EDA tool development engineers reason to reject future
powerful enhancements due to a few untrained engineers!

I believe that the stronger port-typing will actually remove more support problems than will be
introduced by untrained engineers using the .* enhancement incorrectly.

12. Conclusions

Both .name and .* implicit port instantiation enhancements offer stronger port type checking
with a much more powerful and much more concise coding style.

The concise nature of the .* implicit port connections will show more design blocks per page,
emphasize where there are net-port connection differences and will speed the development of
top-level designs.

These enhancements were added to the SystemVerilog language to help the design engineers to
complete the job more quickly.
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13. Tool versions & command aliases

For this paper, Verilog and SystemVerilog experiments were conducted using the ModelSim
Verilog simulator version 6.0, VCS Verilog simulator, version 7.2, and Design Compiler (DC)
with Design Vision GUI, version V-2004.06-SP2. At the time of this publication, Design
Compiler required a special license to enable recognition of SystemVerilog features. Engineers
interested in using Design Compiler SystemVerilog features should contact their local Synopsys
sales or field personnel. I also used the following command aliases to run my Verilog-2001 &
SystemVerilog simulations

ModelSim SystemVerilog (-sv) alias to: compile a SystemVerilog design

alias svlog="vlog -sv +define+SV"

VCS SystemVerilog (-sveri log) aliases to: compile & run; compile, run & dump

alias svcsr="'vcs -R -sverilog +define+SV"
alias svcsdump="vcs -PP -R -sverilog +define+SV +define+VPD"

The +define+SV and +define+VPD options are Sunburst Design options to enable
conditionally compiled SystemVerilog code and for dumping the VCS dumpfile format
respectively.

NOTE: the —sveri log switch is new with VCS7.2. Earlier versions of VCS used the switch
+sysvcs to enable SystemVerilog simulation. The —sver i log switch is an improvement
because now both VCS and Design Compiler use a similar sver i log switch name, as shown
below.

Within Design Vision, the tcl commands used to either read or analyze SystemVerilog files are:

read_sverilog <filename>
read_sverilog { <filename> <filename>... }

analyze -f sverilog <filename>
analyze -f sverilog { <filename> <filename>.._ }

Analyzing sub-module design files is important to using the .* implicit port connections
enhancement, and is discussed in Appendix C.

14. Revision 1.1 (January 2005) - What Changed?

The examples in the first version of the paper mistakenly had the acc bus connected to one of the
mux inputs instead of the bs bus. The bs bus was left dangling which was discovered when the
design was synthesized and the barrel_shifter block was optimized away (since the bs output was
not connected to any logic). The barrel_shifter also indicated it was possible to rotate by 0-16,
but a rotate of 16 is equivalent to no rotation at all, so the rotation comment was changed to 0-15
and the extra rotate control signal was removed from the design.

As short section on using . * to build a simple block level testbench was added (Section 10).
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Synopsys synthesis commands and explanation was added to Section 13.

Some of the sections in the paper were re-ordered into a more logical flow. The author contact
information was moved to the end of the paper instead of the DesignCon prescribed beginning of
the paper. There were also a number of minor typos in the paper that were corrected.

Module headers for the calu sub-blocks are now included in Appendix A at the end of this
paper.

Many people have asked me for the VIM key-mapping that I use to auto-generate named port
connections. The key-mapping and explanation are now included in Appendix B at the end of
this paper.

Many people have asked why not just use the new SystemVerilog interface constructs to connect
up the top-level designs. Although the new SystemVerilog interfaces allow engineers to
encapsulate port connections and combine them with testing tasks and assertions, they can be
somewhat verbose when used to connect multiple sub-blocks with different interfaces that must
eventually connect to the ports of the top-level module. | am not convinced that interfaces with
their respective overhead are well suited to building the top-level design of large ASICs or
FPGAs. Since | am not sure if there are some unique tricks that one can employ to efficiently use
to replace implicit port connections, I have included "The Great Sunburst Design Interface / .*
Implicit Ports Challenge!!" This challenge can be found in Appendix C.

Note - to execute the challenge, you must already have a working knowledge of SystemVerilog
interfaces.

15. Revision 1.2 (April 2005) - What Changed?
Minor typo corrections were made to Section 7. The end of the section erroneously referred to a
low-level testbench instead of a gate-level netlist.

I also added minor correction and clarifications to the content of Appendix B - VIM Named Port
Connections Macro.
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Appendix A - CALU sub-module header files

This section contains the header files for the sub-modules that were used to test the callu
designs. All of the header files use the Verilog-2001 ANSI-C style port headers.

module multopl (
output [15:0] mop1l,
input [15:0] data,

input Id_multopl, clk, rst_n);
// RTL code for the multiplier operandl register
endmodule

Example 6 - multopl.v source file (header file only)

module multiplier (

output [31:0] mult,

input [15:0] mopl, data);

// RTL code for the multiplier output register
endmodule

Example 7 - multiplier.v source file (header file only)

module multoutreg (
output [31:0] multout,
input [31:0] mult,

input Id_multout, clk, rst_n);
// RTL code for the multiplier output register
endmodule

Example 8 - multoutreg.v source file (header file only)

modulle barrel_shifter (
output [31:0] bs,
input [15:0] data,
input [ 3:0] bs_Ishft,

input Id_bs, clk, rst_n);
// RTL code for the barrel shifter
endmodule

Example 9 - barrel_shifter.v source file (header file only)

module mux2 (
output [31:0] vy,
input [31:0] i1, i0,

input sell);
// RTL code for a 2-to-1 mux
endmodule

Example 10 - mux2.v source file (header file only)

module alu (
output [31:0] alu_out,
output zero, neg,
input [31:0] alu_in, acc,
input [ 2:0] alu_op);
// RTL code for the ALU
endmodule

Example 11 - alu.v source file (header file only)
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module accumulator (
output [31:0] acc,
input [31:0] alu_out,

input Id_acc, clk, rst_n);
// RTL code for the accumulator register
endmodule

Example 12 - accumulator.v source file (header file only)

module shifter (
output [15:0] data,
input [31:0] acc,
input [ 1:0] shft_Ishft,

input Id_shft, en_shft, clk, rst_n);
// RTL code for the shifter
endmodule

Example 13 - shifter.v source file (header file only)

module tribuf #(parameter SI1ZE=16)
(output [SIZE-1:0] data,
input [SIZE-1:0] acc,

input en_acc);
// RTL code for the tristate buffer
endmodule

Example 14 - tribuf.v source file (header file only)
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Appendix B - VIM Named Port Connections Macro

Many people have asked me for the VIM key-mapping that I use to auto-generate named port
connections. The key-mapping and explanation of same follows.

In a Linux environment, edit the .exrc VIM startup file in the users home directory and add the
following key-mapping command:

map = 0/(/<cr>i<cr><esc>:s/\([* O.:1I* O.:1°V)7 \1(\1)/g<cr>kJ
Explanation of the commands and regular expression:

e 0 - go to the beginning of the line (the cursor can be anywhere in the instantiation line).

e /(/<cr> -search for the first " ("' - Note: for modules instantiated with #(parameter
redefinition) causes minor problems that are manually corrected after all the named
ports are generated.

e I<cr><esc> - insertanew line at the first " (" to do the substitutions on a separate line.
The lines are re-joined at the end of this command.

e :5s/ - VIM substitution command.

e \ (I O.: 11 O, :1*\) - collect each group of
characters that does not include white space ( ), parentheses, comma or
semicolon. These are all the identifiers in the positional port connection-version of the
instantiation. Note IS just the space-bar pressed once and is the tab-key
pressed once.

e / -end of search.

e _\1(\1) - replace each collected identifier with . identifier(identifier)

e /g<cr> - end of global replacement (global on this line).

e KkJ-goupone line(k) and (J)oin the substituted line to the line with the module name and
instance name.

To map the same command in a UNIX environment, carriage returns and escape characters are
entered into the key-mapping as follows:

e <cr> - hold down the <ctl-shift> keys and then press the "V" key followed by the "L"
key, then release the <ctl-shift> keys. You will see ™M

e <esc> - hold down the <ctl-shift> keys and then press the "V" key followed by the
"ESC" key, then release the <ctl-shift> keys. You will see [

USAGE: To use this command, instantiate a module with positional ports all on one line and
then position the cursor on this line and press the "=" key.
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Appendix C - Challenge

The Great Sunburst Design Interface / .* Implicit Ports Challenge!! (January, 2005)

A number of my colleagues have given me limited amounts of grief over my enthusiasm for the
SystemVerilog .* implicit ports enhancement. Many colleagues have strongly suggested that
interfaces are always superior to "those dangerous .* implicit ports!"

Below you will find a . * / interface challenge that should be interesting and amusing!

The first engineers that show me a simple solution to the top-level calu design using interfaces
will be prominently mentioned in a later version of the paper, SystemVerilog Implicit Port
Connections - Simulation & Synthesis, along with their clever interface-implementation of the
top-level calu design. This paper is posted on the www.sunburst-design.com/papers web page.

Note - to execute the challenge, you must already have a working knowledge of SystemVerilog
interfaces.

| believe that . * works wonders for large top-level ASIC designs, and that interfaces are often
cumbersome at this level. So here is the challenge:

A block diagram for a calu (Central Arithmetic Logic Unit - from the old first generation Tl
DSP Data Book) is shown in Figure 1. The code for Verilog positional ports (calul.v) is
shown in Example 1, the code for the Verilog named ports (callu2.v)is shown in Example 2,
the code for the SystemVerilog - name implicit ports (calu3.v) is shown in Example 3, the
code for the SystemVerilog . * implicit ports (calu4 .v) is shown in Example 4, and the code
for the calu sub-block header files is shown in Appendix A. Although the entire design could
easily be coded in one or two modules, | have chosen to code each block separately and the
challenge is to assemble the sub-blocks and get them to communicate with the top-level CALU
ports.

This is comparable to actual ASIC top-level designs, that would connect multiple much-larger
blocks to form the top-level ASIC.

As mentioned above, the header files for the sub-blocks are shown in Appendix A.

This design can be synthesized with Synopsys DC using the commands:

analyze -f sverilog { accumulator.v alu.v barrel_shifter.v \
multiplier.v multopl.v multoutreg.v mux2.v \
shifter.v tribuf.v }

read_sverilog calu4.v

set current_design calu4

compile

Example 15 - Synopsys DC TCL commands to synthesize the calu .* implementation
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I would like to see anyone implement this design efficiently using interfaces. You should use at
least one interface for the top-level calu ports, and you may optionally use one or more
additional interfaces to connect the sub-blocks.

I know that interfaces have great value with SystemVerilog. | know that one can easily add
testing tasks and assertions to the interface. | am just trying to find the balance between using
interfaces and top-level implicit port connections.

One enhancement that I suggested in a 2004 Accellera SystemVerilog committee meeting (but
never filed) was to allow connections to interface signals without using the interface_name
.hierarchical notation that is so cumbersome whenever there was no overlap between interface
signal names and module identifiers. One possibility was to instantiate an interface with a
leading "defaul t" keyword.

May we learn lots from this exercise and develop great guidelines or propose enhancements that
will make interfaces easier and more attractive to users!!

Let the challenge begin!! (now we find out who really believes in their preferred SystemVerilog
enhancement!)

Regards - Cliff .* Cummings - cliffc@sunburst-design.com
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THE IEEE VERILOG-2001 SSIMULATION TOOL SCOREBOARD

Clifford E. Cummings - Sunburst Design, Inc., Beaverton, OR

POST-DVCon NOTES (Rev 1.2):

The testing of so many simulators and synthesis tools proved to be more than | could do in a
reasonable amount of time, so this paper only focuses on simulators and the title of the paper was
changed to reflect this fact. Perhaps | will get around to testing synthesis tools by the next DV CON.

Verilog-XL was removed from the compliance tables because Cadence does not intend to add
support for Verilog-2001 features to Verilog-XL. See Section 12.0 for more details.

ABSTRACT

Verilog-2001 added many valuable enhancements to the IEEE1364-1995 Verilog Standard, but
when can we safely use them? When the full suite of tools used by your company to do design al support
Verilog-2001 enhancements, your company can safely start taking advantage of the enhancements.

This paper details a number Verilog-2001 coding examples and indicates which simulation tools
support the enhancement. This paper is not intended to run performance benchmarks against the different
simulation vendors and indeed does not include performance data. This paper is intended to inform the
Verilog design and synthesis community which Verilog-2001 enhancements have been implemented by
the various vendors so that the end-user can scan the list of vendors for implemented enhancements to
determine when their company can start coding with the enhanced Verilog-2001 coding styles.

This paper includes multiple "scorecards’ (tables) to show which simulation vendors support the
important Verilog-2001 enhancements. The latest version of tools from maor EDA vendors are
represented on the "scorecards.”

1.0 Introduction

The IEEE Verilog-2001 Standard introduced a number of enhancements intended to make
designs more concise and more powerful. Stuart Sutherland has published a book on Verilog-2001
enhancements and ordered those enhancements by number. This paper re-orders the enhancements,
according to user requested priorities and RTL-coding partitions, but | do cross reference the
enhancements discussed in this paper with the enhancement numbers as reported in Sutherland's book for
easy correlation.

At the time that this paper went to publication, | was not done testing as much as | had wanted.
This paper will continue to be updated and readers are encouraged to go to the Sunburst Design web
page referenced at the end of this paper to download copies of this paper with updated information.



20 Test Suiteand Tool Versons

Simulation tools that were tested with the beta version of the Sunburst Design Basic Verilog-
2001 Compliance Commercia Test Suite, included (abbreviations used in the tables):
[ SR#] Sutherland Reference # - Verilog 2001
VCS - Synopsys, VCSversion 7.0
SS - Synopsys SystemSim version 2.1.1 (the Superlog simulator)
Ml - Model Technology ModelSim version 5.7
NC Cadence NC-Verilog version 4.2 (beta)
SIL - Simucad Silos version 2002.100
VXL - Cadence Verilog-XL - will not support Verilog-2001. See Section 12.0.

2.1 KEY - Table abbreviations
Some abbreviations were used in the tables shown in this paper. The following abbreviations were
used in the compliance data tables.
X - Featureis supported
- - Feature not supported - syntax error reported
| G - Syntax wasignored - feature not supported
MSG - Tool recognized the syntax but gave a message indicating that the feature is not yet supported.

3.0 Top Five Enhancements
At the Internationa Verilog Conference (IVC) in 1996, a "Birds Of a Feather" panel session was
held where panelists and audience members submitted enhancement ideas and the entire group voted for
the top-five enhancements that they wanted added to the Verilog language.
Although numerous enhancements were ultimately considered and many enhancements added to
the Verilog 2001 Standard, the top-five requested enhancements were:

#1 - Verilog generate statement
#2 - Multi-dimensiona arrays
#3 - Better Verilog file I/O

#4 - Re-entrant tasks

#5 - Better configuration control

3.1 #1 Generate Statements

Verilog generate statements are divided into three main groups. the generate for-loop, the
generate if-else statement and the generate case statement. In conversations with vendors, the flexibility
of the Verilog generate for-loops seems to be proving the most difficult aspect to implement of this
requested enhancement.

As shown in Table 1, vendors have started to implement the generate statements but as of this
publication, none of the vendors had supported nested generate for-loops. Future testing will also
examine generate for-loops with non-contiguous incrementing and decrementing.

3.2 Array of Instance

It should be noted that most contiguous generate for-loops could be more easily coded using the
Array of Instance construct that was added to Verilog-1995 and is now well supported by vendors.
Engineers should think first about the array of instance and then fall back to a generate for-loop. For
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instantiating a simple contiguous set of 1/O pads, the array of instance is better supported and far smpler
than an equivalent generate for-loop.

Table 1 - Verilog-2001 - The Top Five Requested Enhancements

[SR#] | Top-Five Requested Enhancements VCS SS MTI NC SIL
Verilog-1995 Array of Instance X X X X X
[36] (1) generate for-loop X X X - ”
[36] (1) nested generate for-loop - - - - -
[36] (1) generate if-else X X X - X
[36] (1) generate if-else-if X X X - BUG
[36] (1) generate case X X X - X
[15-17] | (2) multi-dimensional arrays X X X - -
[16] (2) 2-D array of reds - X X - -
[30-31] | (3) enhanced file 1/O X X X X X
[30] (3) file 1/0O opening files for modification X X X - X
[7] (4) automatic tasks X X | MSG| X -
(4) recursive functions (Verilog-1995) X X X X -
(8] (4) recursive automatic functions X X | MSG| X -
[37] (5) Verilog configuration files - - - - -

?? - The generate for-loop is almost useless without multi-dimensional arrays

3.3 #2 Multi-Dimensional Arrays

Verilog-2001 permits the declaration and use of multidimensiona arrays. Former Verilog-1995
restrictions that only allowed two dimensional arrays, and then only word access into the arrays, have
been removed. The Sunburst suite tested 2-D arrays with word, part-select and bit access as well as 3-D
arrays also with word, part-select and bit access. The suite also tested for 2-D declarations of real values.

3.4 #3Enhanced File /O

Verilog-2001 offers much more powerful file 1/0 and string manipulation capability over Verilog-
1995. As of this date, the Sunburst suite is incomplete in testing all of the numerous new file I/O
capabilities, but the suite will be expanded and used to do additional testing of vendor tools. The suite did
open and close files using every new read, write and append mode, and did some other file I/O testing.
Although the file 1/O capabilities are now native to many simulation tools, users can still download a
nearly identical set of capabilities using PLI routines from Chris Spear's web site, referenced at the end of
this paper. Many of the Verilog-2001 file 1/O enhancements were patterned after Chris pre-existing file
1/O PLI routines.

3.5 #4 Reentrant Tasksand Functions

Verilog-1995 tasks and functions use static variables, which means that a task with delays that is
called a second time before the first invocation is finished, will share common-static variable, usualy with
undesirable results. Verilog-2001 allows users to add the keyword "automatic* to Verilog tasks and
functions to force the automatic versions to dynamically allocated variables for each task or function call.

Some simulators have started to support automatic tasks and functions, while other ssimulators
like ModelSim do not support this functionality yet but give a cute message that "this Verilog-2001
feature is not yet supported.”
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In the testing that | did with recursive function calls, | noted that some vendors even partially
support recursive function calls in Verilog-1995 while others do not.

3.6 #5Verilog Configuration Files

Verilog-2001 configuration files are intended to give the user better control of binding files to
instances in a design during simulation (to replace the ugly and non-standard " usel i b directive) while
also offering a language method for selecting library directories (to replace the command line switches - y
and +l i bext ) as well aslibrary files (to replace the - v.command line switch). Verilog configuration files
add new keywordssuch asl i brary, confi g-endconfi g, desi gn, defaul t, i blist andinstance.

Unfortunately, none of the vendors tested supports any of the features of this valuable design-
control enhancement.

40 The ANSI-Port Enhancements

ANSI style port enhancements provide a concise, non-redundant way to make port declarationsin
Verilog-2001. The most useful and powerful form of ANSI style ports is making port directions, data
types and port names all in the same declaration and all vendors seem to support this correctly with one
notable exception. Some vendors seem to have problems when port directions are separated from explicit
wire declarations. Although the latter is the less important part of the enhancements, it is nonetheless
annoying.

ANS| style parameters, vita to supporting parameterized reusable or re-sizable models is
somewhat poorly supported or subject to bugs. Equally important is the ability to redefine parameters on
an instance by instance basis, and support for the new named parameter passing capability is also
somewhat shaky from some vendors.

Cleaning up ANSI style module ports and parameters should be a priority for every vendor.
Under the category of credit where credit is due, ModelSim passed all of the ANSI port tests in the
Sunburst Design Basic Verilog-2001 Compliance Test Suite. Kudos to the Model Sim team for getting it
right!

Vendors have mixed records of success when it comes to extending ANSI styles to tasks,
functions, User Defined Primitives (UDPs), etc., but again, these are not as commonly needed as the
ANSI style ports. ANSI support for tasks and functions is still relatively important but should be
implemented.

Table 2 - Verilog-2001 - ANSI-Port Enhancements

[SR# | ANSI Port Enhancements VCS SS MTI NC SIL
[1] Combined port-data type declarations X X X X X
[1] Combined port-data types - explicit wires X | BUG | X X | BUG
(2 ANSI style module ports X X X X X
(3] ANSI style parameters - BUG | X X X
[27] Named parameter redefinition X X X X X
[6] ANS] style task/function ports X X X X X
[4 ANSI style UDP ports - - X - X
[26] Red & integer parameters - X X - -
[26] Sized parameters IG IG X IG IG
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5.0 TheFundamental RTL Enhancements
There is another subset of Verilog-2001 enhancements that is important to RTL coders and that
should not be too hard to implement, thisis the fundamental RTL enhancement subset.

5.1 Comma-Separated Sensitivity Lists

In VHDL, the signals in a process senditivity list are separated by commas. In Verilog the signals
are separated by the "or " keyword. This means that a Verilog sengitivity list is generally more verbose
than an equivalent VHDL sensitivity list. | personaly found this to be offensivel We added comma-
separated sendgitivity lists to Verilog and this really should be the smplest of enhancements to implement,
but one vendor flagged the comma as an error when placed into a sensitivity list with posedges and
negedges and another vendor did not support it at all! This should be fixed post haste!

5.2 The @* Combinational Sensitivity List

Even better than the comma separated sengitivity list is the very concise @ combinational
sengitivity list. The @ basically was added to mean, if the synthesis tool wants it, then so does the
simulator! Note that although, @*) is aso currently a legal form of this sendtivity list, there is some
consideration being made by the Verilog standards groups to remove support for this form. The problem
is that (* is also the opening delimiter for the new Verilog-2001 attributes, and tool vendors have
complained about the difficulty in distinguishing between the two. | personally would support removal of
the @*) style, and if your company writes any in-house tools, adopting a coding standard that prohibits
@*) will probably make your tool-creation job easier.

Guideine: Use @ for combinational sensitivity listsand do not use @ *)

Some vendors are doing a good job of supporting the @ feature while one vendor has
implemented the SystemVerilog al ways_conb statement, which is currently a dight super-set of the @
capability. It would be nice to have the @ capability implemented universally by al vendors.

5.3 Implicit Internal 1-bit Wire Declarations

Verilog-2001 no longer requires that 1-bit internal wires be declared that are driven from
continuous assignments. They should come into existence automatically. This was a non-orthogonal wart
on the Verilog-1995 language. Unfortunately, most vendors still have not fixed this for Verilog-2001.

5.4 “default_nettype none

Verilog-2001 also added a compiler directive to force engineers to declare al variables, including
1-bit wires and port wires for those misguided souls who think that more declarations equates to better
design practices (actually you have now doubled the number of places where you can introduce a typo
into your code but now atypo in a declaration will cause an error to show up on your good RTL code -
hopefully you will spot the error in the declaration instead of severely altering RTL code before redlizing
the RTL code really was good the whole time). Only one vendor has correctly implemented this "feature”
but I am not encouraging other vendors to spend much effort on this "enhancement” until the good stuff
has been implemented.

55 X & Z Extension Past 32 Bits

Making an assignment of "bz or "bx in Verilog-1995 to a left-hand-side (LHS) variable that is
larger than 32 bits causes only the 32 LSBs to be assigned the X and Z values. Thisis fixed in Verilog-
2001 but only one vendor has made the change.
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5.6 Variable Declaration Assignments

Verilog-2001 permits variables to be declared with and initial value. The initial value is assigned
asif it werein an initia block so there is no guarantee that the initial value will be assigned first, and this
coding style is generally not a good idea for synthesizable RTL coding (the real hardware may not be
capable of initializing to the sdlected value, causing a mismatch between pre- and post-synthesis
simulations).

Some vendors have implemented this feature, some still flag it as an error and one vendor just
ignores the initializations. Although useful, thisis not a"must-have" enhancement.

5.7 Enhanced Conditional Compilation

Verilog-2001 adds the “i f ndef and ~el si f conditional compilation compiler directives to the set
that aready includes “ifdef, “else, “endif. Agan, al vendors with one notable exception have
implemented this very useful enhancement.

5.8 Standardized Random!

Courtesy of Cadence, the Verilog-2001 Standard now includes the exact code used to generate
random numbers so that a user can get the exact same random numbers using any Verilog smulator.
Testing shows that all simulators have implemented the same $r andom system function. The Verilog-
2001 standard also standardized the less frequently used random distribution functions and all vendors
have similarly implemented these functions except one. The latter functions are not frequently used by
RTL coders and are not as important to fix as other enhancements.

Table 3 - Verilog-2001 - Fundamental RTL Enhancements

[SR#] VeS| sS | MTI | NC | SIL
[10] Comma-separated - combinational logic X X X X X
[10] Comma-separated - sequential logic X X X X X
[11] @* combinational sensitivity list X X X X X
[25] Single attributes X - - - -
[29] Multiple attributes - - - - -
[12] Implicit internal 1-bit wires - - X X X
[13] “default nettype none - - BUG | X -
[23] X & Z extension past 32 hits - - - X -
[5] Variable declaration assignments X IG X X -
[34] Enhanced conditional compilation X X X X -
[26] Standard random number generation X X X X X
[26] Standard distribution number generation BUG | X X X | BUG
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6.0 Signed Arithmetic and Power Oper ator
Signed arithmetic was a much requested enhancement to the Verilog-2001 language. Although al
vendors have addressed signed arithmetic, a couple of the implementations have a few notable bugs. A
rule of thumb to remember when working with Verilog signed arithmetic is that al operands and the
destination must al be signed variables, otherwise you generaly end up with an unsigned result.
The power operator has also been implemented by a subset of the simulation tool vendors.

Table 4 - Verilog-2001 - Signed Arithmetic & Power Operator Enhancements

[SR#]| VCS | SS | MTI | NC | SIL
[18-22] | Signed arithmetic X X | BUG | X -
[24] Power operator X X X - -

7.0 IP Block Enhancements
Two enhancements added to the Verilog language to assist in the development of robust
Intellectual Property (IP) blocks are the ocal par amand the constant function.

7.1 localparam

The new | ocal par amkeyword makes it possible to declare parameters that cannot be changed by
def par amor other parameter redefinition techniques. The | ocal par amwill generaly be calculated from
other parameters that are passed to a module.

One example would be to calculate the memory depth of a RAM device based on the size of the
address bus. Allowing a user to modify both the address bus size and the memory depth could lead to
incompatible parameter values. Vendors have been dow to implement this useful enhancement.

7.2 Constant Functions

A constant function is afunction that is run at compile time to calculate values that will be used to
size portions of a design or to assign logical values to parameters based on other parameter values.

One example would be to calculate the ceiling of the log base-2 of a number, such as calculating
the number of address bits that are required to address an odd-sized memory.

Although a very useful enhancement, this is going to be a hard enhancement to implement and
may take some time to show up in a vendor's tool. This enhancement is very important to 1P developers
who are trying to create complex parameterizable models.

Table 5 - Verilog-2001 - IP Block Enhancements

[SR#] VCS | SS | MTI | NC | SIL

[28] localparam - X | BUG - -

[9] Constant functions - - - - -
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8.0 Miscellaneous Nice Enhancements
Other nice enhancements that were added to Verilog-2001 include enhanced +command option
testing, constant part-select indexing and a standardized SDF $sdf _annot at e command.

8.1 Enhanced +Command Option Testing

Verilog-1995 had the ability to recognize +command options using the $t est $pl usar gs System
function to initiate specific desired ssimulation activity. Veilog-2001 adds the ability to read the vaues of
the +command options using the $val ue$pl usar gs System function. Implementation by vendors ranges
from sporadic to buggy.

One interesting note is that verification teams often like to use the +al | user-define plusarg to tell
a compiled regression suite to run al tests. When | tried this with NC-Verilog, | discovered that NC-
Verilog aready has +al | reserved for atool-specific command (ouch!)

8.2 Constant Part-Select Indexing

Verilog does not permit variable part-select indexing in a for-loop, even if the part-select redly is
a fixed width. Most Verilog users avoid this problem by using a shift operator to get the desired bits
moved to the correct position for assignment. Verilog-2001 adds +: and -: tokens that permit a fixed
width to be specified on the right-hand side of the token. A couple of vendors have implemented this
enhancement and one vendor has implemented it with bugs.

Table 6 - Verilog-2001 - Miscellaneous Enhancements

[SR#] VCS | SS [ MTI | NC | SIL
[33] $vaueplusargs BUG - X || -
[14] Constant part-selects +: -: X X X - -

8.3 Standard $sdf_annotate
Although not tested in the current compliance suite, most vendors have recognized the standard
$sdf _annot at e command for years. Now it isjust official.

9.0 Non-Tested Enhancements
There are other Verilog-2001 enhancements that have not yet been tested by the Sunburst suite,
these include: the line-file compiler directive (Sutherland #35), a series of enhancements added to increase
the accuracy of Verilog ASIC models and timing (Sutherland 38-41), Extensions to VCD files, enhanced
PLA system tasks and enhanced PLI support for Verilog-2001 (Sutherland 43-45).
Tests for these enhancements may be added a a later date, but these are enhancements that
should be driven and verified by ASIC library modelers and Verilog tool vendors.

10.0 Conclusions

In the first revision of this paper, | found it disappointing to find that there was no Verilog-2001
subset that was reliably supported by al vendors. In revision 1.2, | found that ANSI-style module ports
and both comma-separated and @* sensitivity lists are now supported by the simulation vendors | tested.
If your company uses a certain subset of the tools shown in this paper, you should be able to identify
Verilog-2001 features that are fairly safe to use now.

One thing that vendors have told me time and time again, is that they prioritize their devel opment
efforts based on their users feedback. After looking at these tables, perhaps you and your company can
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do some serious pounding on your favorite vendor to get certain important features implemented by all of
your chosen vendors.

Make your requests known. The more you pester your vendor the quicker the vendor will
dedicate resources to the request. If your vendor says they are going to support the new Accellera
SystemVerilog enhancements, ask them when they intend to support the Verilog-2001 enhancements!

11.0 Acknowledgements and Apologies
| would like to thank the many people from engineering, marketing and sales at Synopsys, Model
Technology, Cadence, Simucad and Mentor for lending their smulation tools to make this evaluation
possible.

12.0 About Cadence'sVerilog-XL
For rev1.1 of this paper, | tested and reported compliance data related to Verilog-XL, version 4.2 beta. |
was surprised to discover that Verilog-XL failed amost every single Verilog-2001 compliance test.
Concerned that | would be reporting this situation to hundreds of engineers, | asked Cadence for a
comment. Michael Munsey[7], NC-Verilog Product Marketing Manager for Cadence emailed that
Cadence has,
"no plans either now or in the future to enhance Verilog-XL with Verilog-2001 extensions.
There are no plans to end of life it elither ... we still actively support it. Verilog-XL is still used
by a mgority of Cadence customers for legacy designs and gate level regression runs. Our
customers who require Verilog 2001 features are all NC-Verilog customers.” (Italicized text
added).
Since Cadence has no plans to add Verilog-2001 features to Verilog-XL, Verilog-XL was
removed from the tables in this paper and will not be tested again.
Conclusion - do not use Verilog-XL for any new design work. Either use NC-Verilog or another
Verilog-2001 compliant Verilog simulator.

Revision 1.2 (April 2003) - What Changed?

For the reasons stated in Section 12.0, Verilog-XL was removed from the tables.

| was chided by VCS marketing for not using the latest version of the VCS simulator in the
origina paper. Fedling bad, | went to the Synopsys Electronic Software Transfer site and discovered that
the latest version was not listed (now | didn't feel so bad!) VCS 7.0 was released but had not been added
to the Synopsys EST web site (that situation has been corrected); nevertheless, | did acquire VCS version
7.0 and tested it for this revision of the paper. VCS 7.0 did add support for a number of important
Verilog-2001 enhancements and they are reflected in the paper.

| also was able to test Simucad's SILOS 2002.10 version, which has implemented some of the
Verilog-2001 enhancements as shown in the tables.
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Correct Methods For Adding Delays To Verilog Behavioral M odels

Clifford E. Cummings
Sunburst Design, Inc.
15870 SW Breccia Drive
Beaverton, OR 97007
cliffc@sunburst-design.com

Abstract

Design engineers frequently build Verilog models
with behavioral delays. Most hardware description
languages permit a wide variety of delay coding styles but
very few of the permitted coding styles actually model
realistic hardware delays. Some of the most common
delay modeling styles are very poor representations of
real hardware. This paper examines commonly used
delay modeling styles and indicates which styles behave
like real hardware, and which do not.

1.0 Introduction

One of the most common behavioral Verilog coding
styles used to model combinational logic is to place
delays to the left of blocking procedural assignments
inside of an always block. This coding styleis flawed as it
can either easily produce the wrong output value or can
propagate inputs to an output in less time than permitted
by the model specifications.

This paper details delay-modeling styles using
continuous assignments with delays, and procedural
assignments using blocking and nonblocking assignments
with delays on either side of the assignment operator.

To help understand delay modeling, the next section
aso includes a short description on inertial and transport
delays, and Verilog command line switches that are
commonly used to simulate a model that is neither a fully
inertial-delay model nor afully transport-delay model.

2.0 Inertial and transport delay modeling

Inertial delay models only propagate signals to an
output after the input signals have remained unchanged
(been stable) for atime period equal to or greater than the
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propagation delay of the model. If the time between two
input changes is shorter than a procedural assignment
delay, a continuous assignment delay, or gate delay, a
previousy scheduled but unrealized output event is
replaced with a newly scheduled output event.

Transport delay models propagate all signals to an
output after any input signals change. Scheduled output
value changes are queued for transport delay models.

Reject & Error delay models propagate all signals
that are greater than the error setting, propagate unknown
values for signals that fall between the reect & error
settings, and do not propagate signals that fall below the
reject setting.

For most Verilog simulators, reject and error settings
are specified as a percentage of propagation delay in
multiples of 10%.

Pure inertial delay example using reject/error switches.
Add the Verilog command line options:

+pulse r/100 +pulse e/100
reject all pulses less than 100% of propagation delay.

Pure transport delay example using reject/error switches.
Add the Verilog command line options:

+pulse r/0 +pulse e/0
pass all pulses greater than 0% of propagation delay.

Semi-realistic delay example using reject/error switches.
Add the Verilog command line options:

+pulse r/30 +pulse e/70

reject pulses less than 30%, propagate unknowns for
pulses between 30-70% and pass al pulses greater
than 70% of propagation delay.

Correct Methods For Adding Delays
To Verilog Behavioral Models



3.0 Blocking assignment delay models

Adding delays to the left-hand-side (LHS) or right-
hand-side (RHS) of blocking assignments (as shown in
Figure 1) to model combinational logic is very common
among new and even experienced Verilog users, but the
practiceis flawed.

Procedural blocking
assignment - no delay

always @(a)//////

y = ~a;

Procedural blocking
assignment - LHS delay

always @(a) ///

#5 y = ~a;

Procedural blocking

always @(a)
~ assignment - RHS delay

y = #5 ~a;

Figure 1 - Blocking Assignmentswith Delays

module adder_tl (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

input ci;
reg co;
reg [3:0] sum;

always @(a or b or ci)
#12 {co, sum} = a + b + ci;
endmodule

Figure 2 - LHS Blocking Assignment

For the adder t1 example shown in Figure 2, the
outputs should be updated 12ns after input changes. If the
a input changes at time 15 as shown in Figure 3, then if
the a, b and ci inputs all change during the next 9ns, the
outputs will be updated with the latest values of a, b and
ci. Thismodeling style has just permitted the ci input to
propagate a value to the sum and carry outputs after
only 3nsinstead of the required 12ns propagation delay.

Adding delays to the left hand side (LHS) of any
sequence  of  blocking assignments to  model
combinational logic is also flawed.

The adder t7a example shown in Figure 4 places
the delay on the first blocking assignment and no delay on
the second assignment. This will have the same flawed
behavior asthe adder t1 example.

The adder t7b example, also shown in Figure 4,
places the delay on the second blocking assignment and
no delay on the first. This model will sample the inputs on
the first input change and assign the outputs to a
temporary location until after completion of the specified
blocking delay. Then the outputs will be written with the
old temporary output values that are no longer valid.
Other input changes within the 12ns delay period will not
be evaluated, which means old erroneous values will
remain on the outputs until more input changes occur.

Trigger the
always block

Output changes only 3ns
after last input change

0 12

|
a 0

[
b 0

[ [ [ [
ci 0
sum X 0 3

[ [ [ [

co X 0 1

Figure 3 - Waveformsfor adder_t1.v Example
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These adders do not model any known hardware.

Modeling Guideline: do not place delays on the LHS of
blocking assignments to model combinational logic. This
isabad coding style.

Testbench Guiddine: placing delays on the LHS of
blocking assignments in a testbench is reasonable since
the delay isjust being used to time-space sequential input
stimulus events.

module adder t7a (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

input ci;
reg co;
reg [3:0] sum;
reg [4:0] tmp;

always @(a or b or ci) begin

#12 tmp =a+ b + ci;
{co, sum} = tmp;
end
endmodule

module adder t7b (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

input ci;
reg co;
reg [3:0] sum;
reg [4:0] tmp;

also flawed.

For the adder t6 example shown in Figure 5, the
outputs should be updated 12ns after input changes. If the
a input changes at time 15, the RHS input values will be
sampled and the outputs will be updated with the sampled
value, while all other a, b and ci input changes during
the next 12ns will not be evaluated. This means old
erroneous values will remain on the outputs until more
input changes occur.

The same problem exists with multiple blocking
assignments when delays are placed on the RHS of the
assignment statements. The adder tlla and
adder t11b examples shown in Figure 6 demonstrate
the same flawed behavior asthe adder t6 example.

None of the adder examples with delays on the RHS
of blocking assignments behave like any known
hardware.

Modeling Guideline: do not place delays on the RHS of
blocking assignments to model combinational logic. This
isabad coding style.

Testbench Guideline: do not place delays on the RHS of
blocking assignments in a testbench.

General Guideline: placing a delay on the RHS of any
blocking assignment is both confusing and a poor coding
style. This Verilog coding practice should be avoided.

module adder_tlla (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

always @(a or b

or ci) begin

tmp =a + b + ci;
#12 {co, sum} = tmp;
end
endmodule

Figure 4 - Multiple LHS Blocking Assignments

3.1 RHSblocking delays

Adding delays to the right hand side (RHS) of
blocking assignments to model combinational logic is

module adder_té6 (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

input ci;
reg co;
reg [3:0] sum;

always @(a or b or ci)
{co, sum} = #12 a + b + ci;
endmodule

Figure5 - RHS Blocking Assignment
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input ci;
reg co;
reg [3:0] sum;
reg [4:0] tmp;

always @(a or b or ci) begin

tmp = #12 a + b + ci;
{co, sum} = tmp;
end
endmodule

module adder_ tllb (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

input ci;
reg co;
reg [3:0] sum;
reg [4:0] tmp;

always @(a or b or ci) begin

tmp = a + b + ci;
{co, sum} = #12 tmp;
end
endmodule

Figure 6 - Multiple RHS Blocking Assignments

Correct Methods For Adding Delays
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4.0 Nonblocking assgnment delay models

Procedural nonblocking
assignment - no delay

always @(a)
v <= -a; /////

Procedural nonblocking

always @(a)
/ assignment - LHS delay

#5 y <= ~a;

always @(a)

45 / Procedural nonblocking
Yy <= ~a;

assignment - RHS delay

Figure 7 - Nonblocking Assignmentswith Delays

Adding delays to the left-hand-side (LHS) of
nonblocking assignments (as shown in Figure 7) to model
combinational logic is flawed.

The same problem exists in the adder t2 example
shown in Figure 8 (nonblocking assignments) that existed
in the adder t1 example shown in Figure 2 (blocking
assignments). If the a input changes at time 15, then if the
a, b and ci inputs all change during the next 9ns, the
outputs will be updated with the latest values of a, b and
ci. This modeling style permitted the ci input to
propagate a value to the sum and carry outputs after
only 3nsinstead of the required 12ns propagation delay.

Testbench Guideline: nonblocking assignments are less
efficient to simulate than blocking assignments; therefore,
in general, placing delays on the LHS of nonblocking
assignments for either modeling or testbench generation is
discouraged.

4.1 RHSnonblocking delays

Adding delays to the right hand side (RHS) of
nonblocking assignments (as shown in Figure 9) will
accurately model combinational logic with transport
delays.

Inthe adder t3 example shown in Figure 9, if the
a input changes at time 15 as shown in Figure 10 (next
page), then all inputs will be evaluated and new output
values will be queued for assignment 12ns later.
Immediately after the outputs have been queued
(scheduled for future assignment) but not yet assigned,
the always block will again be setup to trigger on the next
input event. This means that al input events will queue
new values to be placed on the outputs after a 12ns delay.
This coding style models combinational logic with
transport delays.

module adder_t2 (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

input ci;
reg co;
reg [3:0] sum;

always @(a or b or ci)
#12 {co, sum} <= a + b + ci;
endmodule

Figure 8 - LHS Nonblocking Assignment

module adder_t3 (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

input ci;
reg co;
reg [3:0] sum;

always @(a or b or ci)
{co, sum} <= #12 a + b + ci;
endmodule

Figure 9 - RHS Nonblocking Assignment

It can similarly be shown that adding delays to the
left hand side (LHS) of any sequence of nonblocking
assignments to model combinational logic is also flawed.

Adders modeled with LHS nonblocking assignments
do not model any known hardware.

Modeling Guideline: do not place delays on the LHS of
nonblocking assignments to model combinational logic.
Thisisabad coding style.
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Recommended Application: Use this coding style to
model behavioral delay-line logic.

Modeling Guideline: place delays on the RHS of
nonblocking assignments only when trying to model
transport output-propagation behavior. This coding style
will accurately model delay lines and combinational logic
with pure transport delays;, however, this coding style
generally causes slower simulations.

Testbench Guideline: This coding style is often used in
testbenches when stimulus must be scheduled on future
clock edges or after a set delay, while not blocking the
assignment of subsequent stimulus events in the same
procedural block.

Correct Methods For Adding Delays
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Trigger the
always block

0 12 27 29 31 33 36
| | | | |

a 0 F

[ [ [
b 0 3
. N [
ci
\ ~a N [N
sum /N W -\
X 0 ( X X X 2
[ [ [ A2
co p' 0 1
Figure 10 - Waveformsfor adder_t3 Example
] ) module adder_ t9c (co, sum, a, b, ci);
4.2 Multiple RHS nonblocking delays output co;

Adding delays to the right hand side (RHS) of outpuc Bg% suni.
multiple sequential nonblocking assignments to model i ngut ) c I
combinational logic is flawed, unless all of the RHS input reg cos
identifiers are listed in the sensitivity list, including reg [3:0] sum;
intermediate temporary values that are only assigned and reg [4:0] tmp;
used inside the always block, as shown in Figure 11.

For the adder t9c and adder t9d examples always @(a or b or ci or tmp) begin
shown in Figure 11, the nonblocking assignments are Emp } <= #12 2 vhovocl
executed in paralel and after tmp is updated, since tmp endco’ sumy <= e
is in the sensitivity list, the always block will again be endmodule
triggered, evaluate the RHS equations and update the
LHS equations with the correct values (on the second pass
through the always block). module adder_t9d (co, sum, a, b, ci);

output co;
M odeling Guideline: in general, do not place delays on output [3:0] sum;
the RHS of nonblocking assignments to model input [3:0] a, b;
combinational logic. This coding style can be confusing input cij;
and is not very simulation efficient. It is a common and reg co;
sometimes useful practice to place delays on the RHS of reg [Z g] Sum,:
nonblocking assignments to model  clock-to-output reg [4:0] tmp;
behavior on sequential logic. always @(a or b or ci or tmp) begin
Testbench Guideline: there are some multi-clock design tmp <= a + b+ cij
verification suites that benefit from using multiple emgco’ sum} <= #12 tmp;
nonblocking assignments with RHS delays; however, this endmodule
coding style can be confusing, therefore placing delays on
the RHS of nonblocking assignments in testbenches is not Figure 11 - Multiple Nonblocking Assignments
generally recommended. with Delays
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5.0 Continuous assignment delay models

Continuous
assignment - no delay

assign y = ~a;////

/ Continuous
assignment - LHS delay

Illegal continuous
assignment - RHS delay

Illegal continuous
nonblocking assignment

O

Figure 12 - Continuous Assignmentswith Delays

module adder_t4 (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

input ci;
assign #12 {co, sum} = a + b + ci;
endmodule

Figure 13 - Continuous Assignment with Delay

Adding delays to continuous assignments (as shown
in Figure 12) accurately models combinational logic with
inertial delays and is arecommended coding style.

For the adder t4 example shown in Figure 13, the
outputs do not change until 12ns after the last input
change (12ns after al inputs have been stable). Any
sequence of input changes that occur less than 12ns apart

will cause any future scheduled output-event (output
value with corresponding assignment time) to be replaced
with a new output-event.

Figure 14 shows the output waveforms for a
simulation run on the adder t4 code shown in Figure
13. The first a-input change occurs at time 15, which
causes an output event to be scheduled for time 27, but a
change on the b-input and two more changes on the a-
input at times 17, 19 and 21 respectively, cause three new
output events to be scheduled. Only the last output event
actually completes and the outputs are assigned at time
33.

Continuous assignments do not "queue up" output
assignments, they only keep track of the next output value
and when it will occur; therefore, continuous assignments
model combinational logic with inertial delays.

Trigger the
assign statement

0 12 27 29 31 33 36
| | | | |
a 0 F
[ [
b 0 3
. [ [
ci 0
sum x 0 2
[ [
co X 0 1
Figure 14 - Waveformsfor adder_t4.v Example
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5.1 Multiple continuous assignments

It can similarly be shown that modeling logic
functionality by adding delays to continuous assignments,
whose outputs are used to drive the inputs of other
continuous assignments with delays, as shown in Figure
15, aso accurately models combinational logic with
inertial delays.

module adder tl0a (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;

input ci;

wire [4:0] tmp;

assign tmp = a+ b + ci;

assign #12 {co, sum} = tmp;
endmodule

module adder_ tl1l0b (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;
input ci;
wire [4:0] tmp;

assign #12 tmp
assign {co, sum}
endmodule

a + b + ci;
tmp;

Figure 15 - Multiple Continuous Assignments

5.2 Mixed no-delay always blocks and
continuous assignments
Modeling logic functionality in an always block with
no delays, then passing the always block intermediate
values to a continuous assignment with delays as, shown
in Figure 16, will accurately model combinational logic

module adder_t5 (co, sum, a, b, ci);
output co;
output [3:0] sum;
input [3:0] a, b;
input ci;
reg [4:0] tmp;

always @(a or b or ci) begin
tmp = a + b + ci;
end

assign #12 {co, sum} = tmp;
endmodule

Figure 16 - No-Delay Always Block & Continuous
Assignment
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withinertial delays.

For the adder t5 example shown in Figure 16, the
tmp variable is updated after any and all input events.
The continuous assignment outputs do not change until
12ns after the last change on the tmp variable. Any
sequence of always block input changes will cause tmp to
change, which will cause a new output event on to be
scheduled on the continuous assignment outputs. The
continuous assignment outputs will not be updated until
tmp remains unchanged for 12ns. This coding style
models combinational logic with inertial delays.

Modeling Guideline: Use continuous assignments with
delays to model simple combinational logic. This coding
style will accurately model combinational logic with
inertial delays.

Modeling Guideline: Use always blocks with no delays
to model complex combinational logic that are more
easily rendered using Verilog behavioral constructs such
as "case-casez-casex", "if-else", etc. The outputs from the
no-delay always blocks can be driven into continuous
assignments to apply behavioral delays to the models.
This coding style will accurately model complex
combinational logic with inertial delays.

Testbench Guideline: Continuous assignments can be
used anywhere in a testbench to drive stimulus values
onto input ports and bi-directional ports of instantiated
models.

6.0 Conclusions

Any delay added to statements inside of an aways
block does not accurately model the behavior of rea
hardware and should not be done. The one exception is to
carefully add delays to the right hand side of nonblocking
assignments, which will accurately model transport
delays, generaly at the cost of simulator performance.

Adding delays to any sequence of continuous
assignments, or modeling complex logic with no delays
inside of an always block and driving the always block
outputs through continuous assignments with delays, both
accurately model inertial delays and are recommended
coding styles for modeling combinational logic.
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A Proposal To Remove Those Ugly Register Data Types From Verilog

Clifford E. Cummings
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Abstract

One of the most confusing concepts in the Verilog
language is, when is a variable a "reg" and when is it a
"wire?" Although the rules for declaring registers and
wires are really very simple, most new and self-taught
Verilog users don't understand when and why one type of
declaration isrequired over another.

This paper will detail the differences between register
and net data types and propose an enhancement to the
Verilog language that would eliminate the need to declare
register data types altogether.

The proposal

Proposal:

e Remove the requirement to declare scalar
register data types and replace vector register
data types with vector net declarations.

e Report a syntax error whenever a procedural
assignment is made to a variable that is aso
being driven to a value by a continuous
assignment or instance port.

Reasons:

e To remove an annoying and confusing
declaration requirement of the Verilog language.

e To reduce and simplify the required number of
Verilog declarations.

I ntroduction

The concept of register and net variables in Verilog is
largely misunderstood.

A VHDL process is roughly equivalent to a Verilog
always block and a VHDL concurrent signal assignment
is roughly equivalent to a Verilog continuous assignment,
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but VHDL does not require different data type
declarations for process and concurrent signal
assignments. In VHDL, "signals' are commonly used in
place of both Verilog register and net data types.

Why are Verilog users burdened with these two
distinct data types?

Register & net declarations- simplerule

In Verilog, the register data types include: reg, integer,
time, real and realtime.

In Verilog, the net data types include: wire, tri, wor,
trior, wand, triand, tri0, tril, supply0, supplyl and trireg.

Let's look at two simple Verilog examples to help
understand the declarations of register and net data types.

module and2a (y, a, b);
output y;

input a, b; E:D—y

assign y = a & b;
endmodule

Example 1 - Valid continuous assignment with no
wire declaration

module and2b (y, a, b);
output y;

. a
input a, b; b :D—y
wire Vi
assign y = a & b;
endmodule

Example 2 - Valid continuous assignment with wire
declaration

In Example 1, a 2-input and gate is modeled using a
continuous assignment statement. The y-output does not
have to be declared because it is a 1-bit wire. Example 2

A Proposal To Remove Those Ugly
Register Data Types From Verilog




is the exact same 2-input and gate with optiona "wire y;"
declaration.

In Example 3, we decide to replace the continuous
assignment with an always block, but when this code is
compiled, Verilog compilers report a syntax error of the
form "illegal left-hand-side assignment” because we
forgot to change the "wire y;" declarationto "reg y;"

If the problem-declaration is changed to "reg y;" the
model compiles and simulates correctly.

module and2c (y, a, b);

output y; a
input a, b; b y

wire Vi

always @(a or b) y = a & b;
endmodule

Example 3 - "illegal left-hand-side assignment” add
thedeclaration: reg y

module driversl (y, al, enl, a2, en2);

output y;
input al, enl, a2, en2; enl
. al
assign y = enl ? al : 1'bz;
assign y = en2 ? a2 : 1l'bz; en2
endmodule a2

Example 5 - Multiple drivers on a common net using
continuous assignments

Now if the always block from the 2-input and gate of
Example 3 is changed back to a continuous assignment as
shown in Example 4, the Verilog compiler will again
report a syntax error, but this time the message will be of
the form "illegal assignment to net" because we forgot to
change the "reg y;" declaration to "wire y;" Very
annoying!

Procedural assignments, such as aways block
assignments, cause changes to a single behaviora
variable. The multiple always block assignments of
Example 6 are simply assignments to the same behavioral
variable and do not setup multiple drivers. In this
example, last assignment wins.

module and2d (y, a, b);
output y; a :j[::>__y
input a, b; b
reg Yi

assign y = a & b;
endmodule

Example 4 - "illegal assignment to net" either remove
the"reg y" declaration or changeitto"wire y"

module drivers2 (y, al, enl, a2, en2);

output y;
input al, enl, a2, en2;
reg Yi
always @(al or enl) , )
1'bz i
if (enl) y = al; 1\\‘ variable
else vy = 1'bz; a ~-A
—Y
always @(a2 or en2) 1'bz +v
if (en2) y = a2; a2 v
else vy = 1'bz;
endmodule

Example 6 - Multiple assignmentsto a behavioral
variable using always-block assignments

Simplerule: In Verilog, anything on the left hand side
(LHS) of a procedural assignment must be declared as a
register data type. Everything else in Verilog is a net data
type. No exceptions!

Why differentiate nets & registers?

Why differentiate between net and register data types
in Verilog? The answer to this question seems to be, data
type checking is an easy way to recognize the erroneous
assignment of the same variable from both continuous and
procedural assignments.

Continuous assignments setup drivers on a net.
Multiple drivers can drive the same net as shown in
Example 5.
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If one tries to setup a driver and behavioral assignment
to the same variable, the driver requires a net declaration
while the aways block assignment requires a reg
declaration, both to the same variable, which is a syntax
error. This syntax error is one method of keeping Verilog
designers from trying to make two fundamentally
different types of assignments to the same variable.

module drivers3 (y, al, enl, a2, en2);
output Vi
input al, enl, a2, en2;
wire?/reg? y;

always @(al or enl)

if (enl) y = al;
else y = 1'bz;
assign y = en2 ? a2 : 1l'bz;
endmodule

Example 7 - lllegal driver and behavioral assignment
to the samevariable
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The code in Example 7 cannot legally declare the y-
variable to be either a net type or a register type. The
diagram in Figure 1 shows conceptually that the code of
Example 7 is trying to both change a behaviora variable
and drive the same variable with a continuous assignment.

y_
variable
1'bz
- 272
a1 ™
I~
Figurel- Illegal en2 y
variable/driver az

combination

If a designer really wanted to make a procedural
assignment to the same variable as a net-driven variable,
one could declare the LHS of the always block to be what
is frequently referred to as a " shadow" register, whichisa
temporary register that is then driven onto a net by a
continuous assignment as shown in Example 8 and Figure
2. But if you are going to do this, you might as well skip
the always block assignment altogether and just make the
assignment using a second continuous assignment
statement.

Conditional compilation

What if a designer wants to include conditional
compilation, selecting either an aways block, or a
continuous assignment as shown in Example 9. The
conditionally compiled 1-bit continuous assignment
requires no data type declaration or can include an
optional wire declaration.

The other conditionally compiled branch, the 1-bit
aways block assignment, requires a reg data type
declaration.

Some companies have coding guidelines that require
all data type declarations be placed at the top of a module,
immediately after all of the 1/0O declarations. The
conditionally compiled always-block code will violate
this guideline, unless a separate conditionally compiled
declaration section is added to the grouped declarations
near the top of the module code (not shown).

module drivers4 (y, al, enl, a2, en2);

output vy;
input al, enl, a2, en2;
wire Vi

reg y_tmp ;

always @(al or enl)
if (enl) y tmp
else y_tmp

al;
1'bz;

assign y = y_tmp;

assign y = en2 ? a2 : 1l'bz;
endmodule

Example 8 - Multiple driverson a common net - one
shadow register assignment

module inva (y, a);
output y;
input a;

“ifdef ASSIGN

assign #(1:2:3,4:5:6) y = ~a;
“else
// mid-code reg declaration
reg Yi
always @(a) #(1:2:3) y = ~a;
“endif
endmodule

Example 9 - Conditional compilation with mid-code
reg declaration

Verilog-2000 port enhancements

In Verilog-1995 [1], al register-type output ports
must be declared three times:

(1) inthe module header

(2) with aport declaration, and

(3) asaseparate register data type.

1'bz 1 4 driver
al—p
en2 y
a2 <4 driver
Figure2- Variable
assigned toadriver
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module and2ora (y, a, b, ¢);
output vy;
input a, b, c¢;

reg Yi a
reg tmp; b y
c

always @(a or b)
tmp = a & b;

always @(tmp or a)
y = tmp | c¢;
endmodule

Example 10 - Verilog-1995 and-or gate with required
triple-declared port and " reg tmp"
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Another requirement of Verilog-1995 is that any net-
variable on the LHS of a continuous assignment, that does
not connect to a port, must also be declared, including 1-
bit nets. This inconsistent requirement of Verilog-1995 is
fixed in Verilog-2000 [2]. Until Verilog-2000 is widely
implemented, if the always block assignment of Example
10 is replaced with an equivalent continuous assignment
as shown in Example 11, the net declaration for tmp is
required.

Example 13 aso shows lega Verilog-2000
declarations where only the register-type port declarations
include data types while al of the net-type port
declarations omit the data types (referred to earlier as
style #2).

module and2orb (y, a, b, ¢);

output y;
a
b
c y

input a, b, c;

reg Yi
wire tmp;

assign tmp = a & b;

always @(tmp or a)
y = tmp | c¢;
endmodule

Example 11 - Verilog-1995 and-or gate with required
triple-declared port and "wire tmp"

module and2ord (y, a, b, c);
output reg vy;
input a, b, c;
reg tmp;

a
b
y
always @(a or b) c

(
tmp = a & b;

always @(tmp or a)
y = tmp | c;
endmodule

Example 13 - Verilog-2000 and-or gate with double-
declared port (style#2) and "reg tmp"

Starting  in Verilog-2000, port  declaration
simplification enhancements will become available.

For the purposes of this paper, the following port
declaration style definitions are used:

e Style #1 port declarations declare both the port
direction and data type, including al of the
optional datatype declarations.

e Style #2 port declarations declare al port
directions but only the required data types. All
optional data types are omitted.

Itis also possible to do a mixture of style #1 and style
#2, but none of the examples in this paper show this
combination.

The first port declaration enhancement in Verilog-
2000 includes the ability to combine port and type
declarations. Example 12 shows all of the ports declared
with data types (referred to above as style #1). A separate
register declaration for the y-output is not required.

Another port-enhancement coming to Verilog-2000 is
that port directions and data types will be permitted in the
module header itself, making it possible to declare all of
the ports just once. The anticipated way of making
module-header port declarations is to code the module
header with open-parenthesis followed by each port
declared on a separate, subsequent line and ending with a
close-parenthesis and semi-colon on a stand-alone line as
shown in Example 14.

module and2orc (y, a, b, c);
output reg vy;
input wire a, b, c;
reg tmp;

a
b
y
always @(a or b) c

(
tmp = a & b;

always @(tmp or a)
y = tmp | c;
endmodule

Example 12 - Verilog-2000 and-or gate with double-
declared port (style#l) and " reg tmp"

module and2ore (
output reg vy;

input a, b, ¢; a
) ; b
reg tmp; o y

always @(a or b)
tmp = a & b;

always @(tmp or a)
y = tmp | c¢;
endmodule

Example 14 - Verilog-2000 and-or gate with single-
declared port (style#2) and " reg tmp"
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Making al of the port declarations in the module
header will guarantee that all ports will be declared at the
top of the module, which the Verilog Standards Group
(VSG) anticipates will permit enhanced optimization and
acceleration during Verilog compilation. In Verilog-1995,
port declarations can appear anywhere in a module, which
means a compiler cannot recognize and report a missing
port until the endmodule statement is read.

In the single-declared, enhanced-port coding styles
shown in Example 14 and Example 15, the tmp variable
still needs to be declared as areg, if assigned in an always
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block (Example 14), or the tmp variable can be omitted or
declared as a wire, if assigned from a continuous
assignment (Example 15). The y-output also requires a
reg declaration in both examples.

module and2orf (
output reg vy;

input a, b, c; a
) b
wire tmp; c y

assign tmp = a & b;

always @(tmp or a)
y = tmp | c;
endmodule

Example 15 - Verilog-2000 and-or gate with single-
declared port (style#2) and "wire tmp"

module and2ori (
output y;

input a, b, c; a
)i b
c y
assign tmp = a & b;
always @(tmp or c)
y = tmp | c;
endmodule

Example 18 - Verilog-2005(?) and-or gate with single-
declared port (always y-output)

The problem that still exists with all of the Verilog-
2000 port declaration enhancements is that changing an
output port or internal variable assignment from a
continuous assignment to an always block still requires
the enhanced port declarations to be changed to reflect the
data type of the variable being modified, the same as with
Verilog-1995 data type declarations.

If separate register and net data type requirements are
eliminated, the same enhanced port declarations as shown
in Example 16 and Example 17 will be both abbreviated
and legal. Note that in both examples, the declarations are
identical and no net or register declarations are required.

module and2org (
output y;
input a, b, c;

a
)i b

c y
always @(a or b)

(
tmp = a & b;

always @(tmp or a)
y = tmp | o
endmodule

Example 16 - Verilog-2005(?) and-or gate with
single-declared port (always y-output)

module and2orh (
output y;

input a, b, c; a
) b
c y

assign tmp = a & b;

assign y = tmp | c;
endmodule

Example 17 - Verilog-2005(?) and-or gatewith single-
declared port (assign y-output)
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Of course, the and-or model can also be simplified in
Verilog-2005(?) by combining the separate assignments
seen in earlier examples into either a single continuous
assignment as shown in Example 19 or into a single
aways block as shown in Example 20. Example 20 also
shows the combinational sensitivity list operator "@*"
that is used to gather all RHS variables, if-expression
variables (not in this example) and case-expression
variables (not in this example) into the sensitivity list. The
"@*" operator is hew with Verilog-2000.

module and2orj (
output y;

a
b
)i ¢ g

input a, b, c;

assign y = (a & b) | c¢;
endmodule

Example 19 - Verilog-2005(?) and-or gate with
continuous assignment

module and2ork (
output y;
input a, b, c;
)i

always @* a
y = (a &b) | c; b
endmodule c y

Example 20 - Verilog-2005(?) and-or gate with
procedural assignment

In both Example 19 and Example 20, the code has
been simplified over the equivalent Verilog-1995 module,
shown in Example 21.
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module and2orl (y, a, b, c);
output y;
input a, b, c;
reg Yi

. a
b y
always @(a or b or c) c

y = (a &b) | c;
endmodule

Example 21 - Verilog-1995 and-or gate with required
triple-declared port and one always block

Pros & cons of declaring wires

Some Verilog designers believe it is a good practice to
declare al wires, including 1-bit wires, in every module
were the wires exist. The apparent reasons for making all
declarations is to (1) document the existence of all wires
and (2) the mistaken notion that Verilog does
comprehensive size checking on all declared variables.

Declaring all wiresis also a habit that is developed by
some engineers that have previousy designed using
VHDL, a language where al signal declarations are
required. In VHDL, the compiler does checking between
declared signals, signal sizes, and the sizes of the signals
used in the actual VHDL models.

In Verilog, the same rigorous size-checking does not
exist. Although some size-checking does occur, unless a
bit-range is included on variables in the body of the code
(not just in the declaration), much of the size-checking
can be easily missed. Many variables declared as 1-bit
wires and then used as buses, without referencing the bus-
range in the Verilog code, will be trandated into 1-bit
wires where the assignment of al leading bits-positions
are padded with O's.

module tb;
reg [7:0] a;
wire [7:0] y;
inv_module ul (.y(y), .a(a));
initial begin
Smonitor ("y=%h a=%h", y, a);
a 8'h00;
#10 a = 8'h55;
#10 a = 8'hCC;
#10 Sfinish;
end
endmodule

Example 23 - Testbench for inverter modules

The same model using a 1-bit reg variable as shown in
Example 24 suffers from the exact same problem as the 1-
bit wire code of Example 22. In neither case did the
presence of a wire or reg declaration assist in locating a
coding mistake; indeed, it could be argued that the
presence of the declarations might have masked the fact
that the variables had been improperly declared.

module invbad2 (y, a);
output [7:0] y;
input [7:0] a;

reg tmp ;

always @(a) tmp = ~a;

assign vy = tmp;
endmodule

Example 24 - Undetected bad 1-bit reg declaration

module invbadl (y, a);
output [7:0] y;
input [7:0] a;
wire tmp;

assign tmp
assign y
endmodule

~a;
tmp;

Example 22 - Undetected bad 1-bit wire declaration

The model in Example 22 is a contrived, but simple,
example of an 8-bit inverter, where the internal tmp
variable is erroneously declared to be a 1-bit wire. When
compiled there is no syntax error or warning, and when
simulated using the testbench in Example 23, the 1-bit
tmp is padded with leading zeros causing the upper seven
bits of the module output to always be zero.
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As aside note, even though VHDL performs al of the
previously mentioned size checking, on a very large
VHDL design that was completed by the author, the
author noticed that he spent amost as much time
debugging the pages of required signal declarations at the
top-level of the design as he spent debugging actual
design problems.

It is the authors opinion that limiting declarations to
just bus declarations helps to concisely show which
identifiers should be multi-bit in width while eliminating
unneeded and verbose 1-bit declarations that tend to fill
space and mask the existence of internal buses. The
author believes that linting tools are best suited to
examine sizes and report potential problems. The author
acknowledges that other skilled designers hold the
opposite opinion, that all variables should be declared.

In Example 25 and Example 26, the appropriate
internal bus declarations have been made and both models
simulate correctly.
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module invgoodl (y, a);
output [7:0] y;
input [7:0] a;
wire [7:0] tmp;

assign tmp
assign y
endmodule

tmp;

Example 25 - Good 8-bit wirereg declaration

declarations. All existing models with all Verilog-1995
and Verilog-2000 register type declarations need to be
properly read and simulated.

To show how Verilog compilers might treat the
different register data types to be backward compatible,
Figure 4 shows a table of possible implementations.

module invgood2 (y, a);
output [7:0] y;

input [7:0] a;

reg [7:0] tmp;

always @(a) tmp = ~a;

assign vy = tmp;
endmodule

Example 26 - Good 8-bit wirereg declaration

Register type Net typeimplementation?
reg wire
reg [msh:|sb] wire [msh:lsh]
integer wire signed [31:0]
time wire[63:0]
real* * only assigned ina
realtime* procedural block

Net and register differences

There are some significant differences between
Verilog net and register data types. Figure 3 shows atable
that lists important differences between net and register
datatypes.

Net types Register types
Verilog strengths Yes No
Uninitialized Hiz X (unknown)
value
Multiple Combination of Last assignment
assignments al driven values wins
Types alowed to wire, tri, wor, reg
be declared with trior, wand,
arange triand, tri0Q, tril,
supply0,
supplyl, trireg
Types with none integer (32-bits),
implied range time (64-bits),
(excluding 1-bit real,
values) reatime

Figure 3 - Net and register differences

Handling existing register types

In order to implement the reg-removal enhancement, a
plan must be put in place to make this enhancement
backward-compatible ~ with  existing  register-type
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Figure4 - Net implementations of existing register
types

The above integer, time, real and realtime keywords
could still be used to imply certain data types with certain
ranges. The integer declaration could also infer the signed
net data type that was added to Verilog-2000. Real and
reatime data types might not have meaning when
rendered as wires so assignments to these variables might
continue to be restricted to procedural blocks, with the
possible exception of Verilog-AMS.

Internally, Verilog compilers could continue to treat all
data types the same way it does now. The difference is
that Verilog should be able to infer the appropriate
internal data type from the context of the code. 1-bit wire
variables assigned inside of an always block can still go
unknown at the beginning of a simulation if not assigned,
and wire variables assigned inside of a procedural block
can still be implemented without Verilog strengths.

There might be certain minor problems with the above
implementation proposals, but the author believes that
these are minor details that can worked out by the |IEEE
Verilog Standards Group.

Existing register data type declarations could for the
most part be ignored except as they pertain to whether or
not a variable is a signed variable (integer), implied bus
widths (integer - 32 bits wide / time - 64 bits wide) or
explicit bus widths (reg [msb:Isb]).

A new type of syntax check

Instead of forcing users to make distinctions between
data types used in procedura blocks and data types used
outside of procedural blocks, why not define a syntax
error whenever the same variable is assigned both inside
and outside a procedural block.

One potential problem that exists with the proposed
reg-removal enhancement is that the elimination of
required net and register data types would allow designers
to make both driver-type assignments and behavioral-type
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assignments to the same variable. This should not be
permitted.

Implementation of the reg-removal proposal should be
accompanied by a new type of syntax check, one that
determines which variables are assigned from a
procedural block and which are not. It shall be illegal to
make assignments to the same variable from both a
procedural assignment and a non-procedural assignment.
Thisisrealy what Verilog compilers enforce with current
net and register declaration requirements.

Further assignment restrictions might include:

e It shal not be permitted to make procedura

assignments to an inout port.

e It shal not be permitted to make procedura
assignments to input ports of the enclosing
module.

e |t shall not be permitted to make procedural
assignments to nets that are driven by instantiated-
module output ports.

Conclusions

In conclusion, the current net and register data type
requirements are both confusing and annoying. The only
apparent reason to enforce these declaration rules is to
keep engineers from making procedural assignments to
variables that are driven from a non-procedural
assignment source.

To eliminate the above problems and simplify Verilog
modeling, the author makes the following proposals:

¢ Remove the requirement to declare register data
types for procedural assignments.

e Permit assignments to net data types within
procedural blocks.

e Permit optional register-type declarations for
backward compatibility and for short-hand
declarations

e Require compliant simulators to flag a syntax
error if assignments are made to the same
variable from both inside and outside of a
procedural block.
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ABSTRACT

The Verilog-2001 Standard includes a number of enhancements that are targeted at simplifying
designs, improving designs and reducing design errors.

This paper details important enhancements that were added to the Verilog-2001 Standard that are
intended to smplify behavioral modeling and to improve synthesis accuracy and efficiency.
Information is provided to explain the reasons behind the Verilog-2001 Standard enhancement
implementations..



1.0 Introduction

For the past five years, experienced engineers and representatives of EDA vendors have wrestled
to define enhancements to the Verilog language that will offer increased design productivity,
enhanced synthesis capability and improved verification efficiency.

The guiding principles behind proposed enhancements included:
1. do not break existing designs,

2. do not impact smulator performance,

3. make the language more powerful and easier to use.

This paper details many of the behavioral and synthesis enhancements that were added to the
Verilog-2001 Standard[1], including some of the rational that went into defining the added
enhancements. This paper will also discuss afew errata and corrections to the yet unpublished
2001 Verilog Standard.

Immediately after the header for each enhancement, | make predictions on when you will likely
see each enhancement actually implemented by EDA vendors.

1.1 Glossary of Terms

The Verilog Standards Group used a set of terms and abbreviations to help concisely describe
current and proposed Verilog functionality. Many of those terms are used in this paper and are
therefore defined below:

ASIC - Application Specific Integrated Circuit

EDA - Electronic Design Automation.

HDLCON - International HDL Conference.

IP - Intellectual Property (not internet protocol).

IVC - International Verilog Conference - precursor to HDLCON when the Spring VIUF
and IV C conferences merged.

LHS - Left Hand Side of an assignment.

LSB - Least Significant Bit.

MSB - Most Significant Bit.

PLI - the standard Verilog Programming Language Interface

RHS - Right Hand Side of an assignment.

RTL - Register Transfer Level or the synthesizable subset of the Verilog language.
VHDL - VHSIC Hardware Description Language.

VHSIC - Very High Speed Integrated Circuits program, funded by the Department of
Defensein the late 1970's and early 1980's [2].

VIUF - VHDL International Users Forum - the Spring VIUF conference was a precursor to
HDLCON when the Spring VIUF and IV C conferences merged.

VSG - Verilog Standards Group.

HDLCON 2001 2 Verilog-2001 Behavioral and
Rev 1.3 Synthesis Enhancements



2.0 What Brokein Verilog-2001?

While proposing enhancements to the Verilog language, the prime directive of the Verilog
Standards Group was to not break any existing code. There are only two Verilog-2001 behavioral
enhancement proposals that potentially break existing designs. These two enhancements are
described below.

2.1 31openfiles

Verilog-1995[ 3] permitted users to open up to 31 files for writing. The file handle for Verilog-
1995-stylefilesis called an MCD (Multi-Channel Descriptor) where each open file is represented
by one bit set in an integer. Only the 31 MSBs of the integer could be set for open files since bit O
represented the standard output (STDOUT) terminal. The integer identifier-name was the file
handle used in the Verilog code.

MCDs could be bit-wise or'ed together into another integer with multiple bits set to represent
multiple open files. Using an MCD with multiple valid bits set, a designer can access multiple
open files with a single command.

In recent years, engineers have found reasons to access more than 31 files while doing design
verification. The 31 open-file limit was too restrictive.

At the same time, engineers were demanding better file I/O capabilities, so both problems were
addressed in a single enhancement. The file 1/O enhancement requires the use of the integer-MSB
to indicate that the new file I/0O enhancement isin use. When the integer-MSB isa 0", thefilein
useisaVerilog-1995-style file with multi-channel descriptor capability. When the integer-MSB is
a"l", thefilein useisaVerilog-2001-style file where it is now possible to have 2** 31 open files
a atime, each with a unique binary number file-handle representation (multi-channel descriptors
are not possible with the new file 1/O-style files.

Any existing design that currently uses exactly 31 open files will break using Verilog-2001. The

fix isto use the new file 1/O capability for at least one of the current 31 open files. It was
necessary to steal the integer M SB to enhance the file |/O capabilities of Verilog.

2.2 bz assignment
Verilog-1995 and earlier has a peculiar, not widely known "feature” (documented-bug!) that

permits assignments like the one shown below in Example 1 to assign up to 32 bits of "Z" with al
remaining MSBs being set to "0".

assi gn databus = en ? dout : 'bz;

Example 1 - Simple continuous assignment using ‘bz to do z-expansion
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If the databus in Example 1 is 32 bits wide or smaller, this coding style works fine. If the databus
is larger than 32 bits wide, the lower bits are set to "Z" while the upper bitsare all set to "0". All
synthesis tools synthesize this code to 32 tri-state drivers and all upper bits are replaced with and-
gates so that if the en input is low, the and-gate outputs also drive "0"s.

The correct Verilog-1995 parameterized model for atri-state driver of any size is shown Example
2:

nodul e tribuf (y, a, en);
paraneter SIZE = 64;
out put [SIZE-1:0] v;
input [SIZE-1:0] a;
i nput en;

assigny =en ? a: {SIZE{1 bz}};
endnodul e

Example 2 - Synthesizble and parameterizable Verilog-1995 three-state buffer model

In Verilog-2001, making assignments of 'bz or 'bx will respectively z-extend or x-extend the full
width of the LHS variable.

The VSG determined that any engineer that intentionally made 'bz assignments, intending to drive
32 bits of "Z" and dl remaining MSBs to "0" deserved to have their code broken! An engineer
could easily make an assignment of 32'bz wherever the existing behavior is desired and the
assignment will either truncate unused Z-bits or add leading zeros to the MSB positionsto fill a
larger LHS value.

2.3 Minimal risk

The V SG decided that there would be minimal impact from the file I/O enhancement that could
not be easily solved using the new Verilog-2001 file 1/0 enhancement, and the 'bz assignment
enhancement is not likely to appear in the code of any reasonably proficient Verilog designer, plus
there is an easy work-around for the 'bz functiondlity if the existing silly behavior is actually
desired!

3.0 LRM Errors

Unfortunately, adding new functionality to the Verilog language also required the addition of new
and untested descriptions to the IEEE Verilog Standard documentation. Until the enhanced
functionality isimplemented, the added descriptions are unproven and might be short on intended
enhancement functionality detail. What corner cases are not accurately described? The VSG could
not compile the examples so there might be syntax errors in the newer examples.

One example of an error that went unnoticed in the new |EEE Verilog-2001 Standard is the
Verilog code for afunction that calculates the "ceiling of the log-base 2" of a number. This
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example, given in section 10.3.5, makes use of constant functions. The clogb2 function described
in the example from the IEEE Verilog Standard, duplicated below, has afew notable errors:

/1 define the clogbh2 function
function integer clogb?2;

i nput dept h;
integer i,result;
begi n
for (i =0; 2 ** i < depth; i =i + 1)
result =i + 1;
clogh2 = result;
end

endf uncti on

Example 3 - Verilog-2001 Standard constant function example from section 10 with errors

Errorsin this model include:
(1) the input "depth” to the function in this example is only one bit wide and should have
included a multi-bit declaration.
(2) theresult isnot initialized. If the depth is set to "1", the for-loop will not execute and the
function will return an unknown value.

A simple and working replacement for this module that even works with Verilog-1995 is shown in
Example 4:

function integer clogb?2;
i nput [31:0] val ue;
for (clogb2=0; val ue>0; cl ogbh2=cl ogh2+1)
val ue = val ue>>1;
endf uncti on

Example 4 - Working function to calculate the ceiling of the log-base-2 of a number

4.0 Top Five Enhancements

At a"Birds Of a Feather" session at the Internationa Verilog Conference (1VC) in 1996,
Independent Consultant Kurt Baty moderated an after-hours panel to solicit enhancement ideas
for future enhancements to the Verilog standard.

Panelists and audience members submitted enhancement ideas and the entire group voted for the
top-five enhancements that they would like to see added to the Verilog language. These top-five
enhancements gave focus to the V SG to enhance the Verilog language.

Although numerous enhancements were considered and many enhancements added to the Verilog
2001 Standard, the top-five received the most attention from the standards group and all five
were added in one form or another. The top-five enhancements agreed to by the audience and
panel were:
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#1 - Verilog generate statement
#2 - Multi-dimensiona arrays
#3 - Better Verilog file I/O

#4 - Re-entrant tasks

#5 - Better configuration control

Many enhancements to the Verilog language were inspired by similar or equivalent capabilities
that aready existed in VHDL. Many Verilog designers have at one time or another done VHDL
design. Any VHDL capability that we personally liked, we tried adding to Verilog. Anything that
we did not like about VHDL we chose not to add to Verilog.

4.1 Multi-Dimensional Arrays

Expected to be synthesizable? Yes. This capability isalready synthesizablein VHDL and is
needed for Verilog | P development.

When? Soon!

Before describing the generate statement, it islogical to describe the multi-dimensional array
enhancement, that is essentially required to enable the power of generate statements.

Multidimensiona arrays are intended to be synthesizable and most vendors will likely have this
capability implemented around the time that the Verilog 2001 LRM becomes an official |IEEE
Standard.

In Verilog-1995, it was possible to declare register variable arrays with two dimensions. Two
noteworthy restrictions were that net types could not be declared as arrays and only one full
array-word could be referenced, not the individual bits within the word.

In Verilog-2001, net and register-variable data types can be used to declare arrays and the arrays
can be multidimensional. Access will aso be possible to either full array words or to bit or part
selects of a single word.

In Verilog-2001, it shall still beillega to reference a group of array elements greater than asingle
word; hence, one still cannot initialize a partia or entire array by referencing the array by the array
name or by a subset of the index ranges. Two-dimensional array elements must be accessed by
one or two index variables, Three dimensiona array elements must be accessed by two or three
index variables, etc.

In Example 5, a structural model of a dual-pipeline model with one 2-bit data input is fanned out
into two 2-bit by 3-deep pipeline stages and two 2-bit data outputs are driven by the two
respective pipeline outputs. The flip-flops in the model have been wired together using a 3-
dimensional net array called data. The data-word-width islisted before the identifier data, and the
other two dimensions are placed after the identifier data.

The connections between flip-flops are made using al three dimensions to indicate which
individual nets are attached to the flip-flop data input and output, while connections to the ports
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are done using only two dimensions to tie the 2-bit buses to the 2-bit data input and output ports
of the model.

nodul e dual pi pe_v2k (doutl, doutO, din,

output [1:0] doutl, doutO;

en, clk, rst_n);

:233% [1:0] g: E: rers]é_n; 3-dimensional wire-array
wre [1: 0] data [1:0] [3:0];/

. . Word assignment -
assign data[1][0] = din; « two index variables
assign data[0][0] = din;
df f u000 (.qg(data[0][1][0]), .d(data[0][0][0]), .clk(clk), .en(en[0]), .rst_n(rst_n));
dff u010 (.qg(data[0][2][0]), .d(data[0][1][0]), .clk(clk), .en(en[0]), .rst_n(rst_n));
df f u020 (.q(data[0][3][0]), .d(data[0][2][0]), .clk(clk), .en(en[0]), .rst_n(rst_n));
df f u001l (.qg(data[O0][1][1]), .d(data[0][O0][1]), .clk(clk), .en(en[0]), .rst_n(rst_n));
dff u0l1ll (.qg(data[0][2][1]), .d(data[O][1][1]), .clk(clk), .en(en[0]), .rst_n(rst_n));
df f u021 (.qg(data[0][3][1]), .d(data[0][2][1]), .clk(clk), .en(en[0]), .rst_n(rst_n));
df f ul00 (.qg(data[1][1][0]), .d(data[1][0][0]), .clk(clk), .en(en[1]), .rst_n(rst_n));
dff ull0 (.qg(data[1][2][0]), .d(data[1][1][0]), .clk(clk), .en(en[1]), .rst_n(rst_n));
dff ul20 (.q(data[1][3][0]), .d(data[1][2][0]), .clk(clk), .en(en[1]), .rst_n(rst_n));
dff ul0l (.qg(data[1][1][1]), .d(data[1][0][1]), .clk(clk), .en(en[1]), .rst_n(rst_n));
dff ulll (.g(data[1][2][1]), .d(data[1][1][1]), .clk(clk), .en(en[1]), .rst_n(rst_n));
dff ul21l (.q(data[1][3][1]), .d(data[1][2][1]), .clk(clk), .en(en[1]), .rst_n(rst_n));
assign dout1l = data[1][3]; \ o :
assign dout0 = data[0][3]: Bit assignment - three index

endnodul e variables

Example 5 - Verilog-2001 structural dual-pipeline model using multidimensional wire arrays for connections

4.2 TheVerilog Generate Statement
Expected to be synthesizable? Yes
When? Soon.

Inspired by the VHDL generate statement, the Verilog generate statement extends generate-
statement capabilities beyond those of the VHDL-1993 generate statement.

In VHDL thereis afor-generate (for-loop generate) and an if-generate statement. In Verilog-
2001 there will be a for-loop generate statement, an if-else generate statement and a case generate
Statement.

4.3 Thegenvar index variable

After much debate, the VSG decided to implement a new index variable data type that can only be
used with generate statements. The keyword for the generate-index variable is "genvar." This
variable type is only used during the evaluation of generated instantiations and shall not be
referenced by other statements during ssimulation. The VSG felt it was safest to define a new
variable type with restrictive usage requirements as opposed to imposing rules on integers when
used in the context of a generate statement.
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Per the IEEE Verilog-2001 Draft Standard, a Verilog genvar must adhere to the following
restrictions:

Genvars shall be declared within the module where the genvars are used.

Genvars can be declared either inside or outside of a generate scope.

Genvars are positive integers that are local to, and shall only be used within a generate loop
that uses them as index variables.

Genvars are only defined during the evaluation of the generate blocks.

Genvars do not exist during ssimulation of a Verilog design.

Genvar values shall only be defined by generate loops.

Two generate loops using the same genvar as an index variable shall not be nested.

The value of agenvar can be referenced in any context where the value of a parameter
could be referenced.

The Verilog generate for-loop, like the Verilog procedura for-loop, does not require a
contiguous loop-range and can therefore be used to generate sparse matrices of instances that
might prove useful to DSP related designs.

The Verilog if-else generate statement can be used to conditionally instantiate modules,
procedural blocks, continuous assignments or primitives.

The Verilog case generate statement was added to enhance the development of 1P. Perhaps a
model could be written for amultiplier IP that chooses an implementation based on the width of
the multiplier operands. Small multipliers might be implemented best one or two different ways
but large multipliers might be implemented better another way. Perhaps the multiplier model
could chose a different implementation based on power _usage parameters passed to the model.

A FIFO model might be created that infers a different implementations based on whether the
model uses synchronous or asynchronous clocks.

4.4 Enhanced Filel/O
Expected to be synthesizable? No
When? Soon.

Verilog has aways had reasonable file-writing capabilities but it only has very limited built-in file-
reading capabilities.

Standard Verilog-1995 file reading capabilities were limited to reading binary or hex datafrom a
fileinto a pre-declared Verilog array and then extracting the data from the array using Verilog
commands to make assignments el sewhere in the design or testbench.

Verilog-1995 file 1/0 can be enhanced through the PLI and the most popular package used to
enhance Verilog file 1/0 is the package maintained by Chris Spear on his web site[4]. Any Verilog
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simulator with built-in standard PLI can be compiled to take advantage of most of the Verilog-
2001 file I/O enhancements today.

Chris file1/0O PLI code was the starting point for Verilog-2001 file I/0 enhancements, and since
Chris has already done most of the work of enhancing file I/O, it islikely that most Verilog
vendors will leverage off of Chris work to implement the new file 1/0 enhancements.

45 Re-entrant Tasksand Functions
Expected to be synthesizable? M aybe?
When? Probably not soon.

Verilog functions are synthesizable today and Verilog tasks are synthesizable as long as there are
no timing controls in the body of the task, such as @(posedge clk). The #delay construct is
ignored by synthesis tools.

This enhancement might be one of the last enhancements to be implemented by most Verilog
vendors. Most existing Verilog vendors have complained that this enhancement is a departure
from the al-static variables that currently are implemented in the Verilog language. Automatic
tasks and functions will require that vendors push the current values of task variables onto a stack
and pop them off when the a recursively executing task invocation completes. Vendors are
wrestling with how they intend to implement this functionality.

This enhancement is especially important to verification engineers who use tasks with timing
controls to apply stimulus to a design. Unknown to many Verilog users, Verilog-1995 tasks use
static variables, which means that if a verification task is called a second time before the first task
call is il running, they will use the same static variables, most likely causing problemsin the
testbench. The current work-around is to place the task into a separate verification module and
instantiate the module multiple times in the testbench, each with a unique instance name, so that
the task can be called multiple times using hierarchical references to the instantiated tasks.

By adding the keyword "automatic" after the keyword "task," Verilog compilers will treat the
variables inside of the task as unique stacked variables.

What about synthesis? Tektronix, Inc. of Beaverton Oregon has had an in-house synthesis tool
that was first used to design ASICs starting in the late 1980's, and that tool has had the capability
to synthesize recursive blocks of code aso since the late 1980s. The recursive capabilities made
certain DSP blocks very easy to code. Some creative synthesis vendor might find some very
useful abilities by permitting recursive RTL coding; however, it is not likely that recursive tasks
will be synthesizable in the near future.

4.6 Configurations

Expected to be synthesizable? Y es, Synthesis tools should be capable of reading
configuration filesto extract the files need to be included into a synthesized design.
When? This could be implemented soon.
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Configuration fileswill make it possible to create a separate file that can map the instances of a
source file to specific files as long as the files can be accessed with a UNIX-like path name. This
enhancement should remove the need to employ "usdlib directivesin the source model to change
the source files that are used to simulate specific instances within a design.

The "usdlib directive has never been standardized because it requires a designer to modify the
source models to add directivesto call specific files to be compiled for specific instances.
Modifying the source files to satisfy the file mapping requirements of a simulation run is a bad
idea and the V SG hopes that usage of the "usdlib directives will eventually cease. The
configuration file also offers an elegant replacement for the common command line switches: -y,
-v and +libext+.v, etc. These non-standard command line switches should also dowly be replaced
with the more powerful Verilog-2001configuration files.

5.0 MoreVerilog Enhancements

In addition to the top-five enhancement requests, the VSG considered and added other powerful
and useful enhancements to the Verilog language. Many of these enhancements are described
below.

5.1 ANSI-C style port declarations
Expected to be synthesizable? Yes.
When? Almost immediately.

Verilog-1995 requires all module header ports to be declared two or three times, depending on
the data type used for the port. Consider the simple Verilog-1995 compliant example of asimple
flip-flop with asynchronous low-true reset, as shown in Example 6.

modul e dffarn (q, d, clk, rst_n);

out put q;
input d, clk, rst_n;
reg q;

al ways @ posedge cl k or negedge rst_n)
if (!rst_n) q <= 1'b0;
el se g <= d;
endnodul e

Example 6 - Verilog-1995 D-flip-flop model with verbose port declarations

The Verilog-1995 model requires that the "q" output be declared three times, once in the module
header port list, once in an output port declaration and once in areg data-type declaration. The
Verilog-2001 Standard combines the header port list declaration, port direction declaration and
data-type declaration into a single declaration as shown in Example 7, patterned after ANSI-C
style ports. Declaring al 1-bit inputs as wiresis still optional.
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nodul e dffarn (
output reg q,
i nput d, clk, rst_n);

al ways @ posedge cl k or negedge rst_n)
if (!rst_n) g <= 1'b0;
el se g <= d;
endnodul e

Example 7 - Verilog 2001 D-flip-flop model with new-style port declarations

This enhancement is a more compact way of making port declarations and should be easy to
implement for simulation and synthesis soon.

5.2 Parameter passing by name (explicit & implicit)
Expected to be synthesizable? Yes.
When? Almost immediately.

Verilog-1995 standardized two ways to change parameters for instantiated modules, (1)
parameter redefinition and (2) defparam statements.

(1) Parameter redefinition is accomplished by instantiating a module and adding #( new_valuel ,
new_value?, ...) immediately after the module name.

Advantage: this technique insures that all parameters are passed to a module at the same time that
the module is referenced.

Disadvantage: all parameters must be explicitly listed, in the correct order, up to and including the
parameter(s) that are changed. For example, if amodule contains 10 parameter definitions, and if
the module is to be instantiated requires that the seventh parameter be changed, the instantiation
must include seven parameters within the parentheses, listed in the correct order and including the
first six values even though they did not change for thisinstantiation. It is not permitted to smply
list sx commas followed by the new seventh parameter value.

(2) Using defparam redefinition is accomplished by instantiating a module and including a separate
defparam statement to change the instance_name.parameter_name vaue to its new value.

Advantage: this technique gives a smple and direct correspondence between the instance-name,
parameter-name pair and the new value.

Disadvantage: defparam statements can appear anywhere in the Verilog source code and can
change any parameter on any module. Trandation - when compiling a Verilog design, none of the
parameters in any module are fixed until the last Verilog source file is read, because the last file
might hierarchically change every single parameter in the design! A "grand-child" module might
change all of the parameters of the "grand-parent” module, which might pass new parameter
values to the "parent/child" module. It gets ugly and probably slows the compilation of a Verilog
design.

HDLCON 2001 11 Verilog-2001 Behavioral and
Rev 1.3 Synthesis Enhancements



Verilog-2001 adds a superior way of passing parameters to instantiated modules, using named
parameter passing, using the same technigque as named port instantiation.

Advantage #1: Only the parameters that change need to be referenced in named port
instantiations. The same advantage that exists when using defparam statements.

Advantage #2: All parameter information is available when the module instantiation is parsed and
parameters are passed down the hierarchy; they do not cause side-effects up the hierarchy.

Thisisthe best solution for |P development and usage.

The current defparam statement will not be fully usable in some Verilog-2001 enhancements and
the VSG hopes that the addition of named parameter redefinition will eventually cause defparam
statement usage to die.

Vendors might want to flag defparam statements as Verilog-2001 compiler errors with the
following message:

"The Verilog conpiler found a defparam statement in the source code at (file-
line#). To use defparam statenents in the Verilog source code, you nust include the
switch +lanmstupid on the command |ine which will degrade conpiler perfornance.

Def param st atenents can be replaced with naned paraneter redefinition as define by
the Veril og-2001 standard"

5.3 Signed Arithmetic
Expected to be synthesizable? Could be(?)
When? Synthesis vendor dependent.

The signed arithmetic enhancement removes a frequent complaint about Verilog, that the design
has to explicitly code signed arithmetic functionality into the model.

Any vendor that already handles synthesis of signed arithmetic operations should be able to take
advantage of this enhancement to facilitate signed arithmetic design tasks.

54 ‘ifndef & “esif
Expected to be synthesizable? Yes.
When? This could be implemented soon.

The "ifdef / "else/ "endif conditionally-compiled-code compiler directives have been a part of the
Verilog language since before the Verilog-1995 Standard. Two additions have been added to help
generate conditionally compile code: “ifndef and “elsif.

The "ifdef set of compiler directives have been synthesizable by most synthesis tools for along
time and they became synthesizable by Synopsys tools starting with Synopsys version 1998.02
(full usage within Synopsys tools requires that the switch hdlin_enable vpp be set to true).
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The "ifndef switch adds a small simplification to Verilog code where the intent is to compile a
block of code only when a specific text macro has not been defined.

“ifdef SYNTHESI S
‘el se

initial $display("Running RTL Model ");
“endif

Example 8 - Verilog-1995 coding style to replicate the Verilog-2001 “ifndef capability

“ifndef SYNTHESI S
initial $display("Running RTL Model ");
“endif

Example 9 - Using the new Verilog-2001 “ifndef compiler directive

Since the “ifndef and “elseif statements are used to ssimply determine when code should be
compiled, these compiler directives could easily be implemented in both simulation and synthesis
without much effort.

5.5 Exponential Operator
Expected to be synthesizable? Yes, if the operands are constants.
When? This could be implemented soon.

The ** (exponential) operator is a straightforward way of determining such things as memory
depth. If amodel has 10 address hits, it should have 1024 memory locations.

If the two operands of the ** operator are constants at compile-time, thereis no reason a
synthesis tool could not calculate the final value to be used during synthesis.

5.6 Local Parameters
Expected to be synthesizable? Yes.
When? This could be implemented soon.

Parameters, local to a module, that cannot be changed by parameter redefinition during
instantiation is another enhancement to the Verilog-2001 Standard. Local parameters are declared
using the keyword local param.

This enhancement is needed by | P developers who want to create a parameterized design where
only certain non-local parameters can be manually changed while other local parameters are
manipulated within a design based on the parameters that are passed to a particular design
instance. Restricting access to some parameters helps to insure that a | P users cannot
inadvertently set incompatible parameter values for a particular module. The memory modelsin
Example 10 and Example 11 both use local parameters to calculate one of the memory parameters
based on other memory parameters.
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5.7 Comma separated sengitivity list
Expected to be synthesizable? Yes.
When? Almost immediately.

Verilog-1995 uses the keyword "or" as a separator in the sensitivity list. New users of the Verilog
language often ask the question, "can | use and in the sengitivity list?' The answer is no.

The"or" keyword is merely a separator between signals in the sengitivity list and nothing more.
The Verilog sensitivity list is one of the few places where Verilog is more verbose than VHDL. |
personally found this to be offensive!

VHDL separates signals in the sengitivity list with a comma character, which most Verilog users
would agree is a better separator token. For this reason, the comma character has been added as
an alternate way of separating signalsin aVerilog sensitivity list.

Because this enhancement is really just a parsing change, it should be very easy to implement.
There is no reason this capability should not be available by all Verilog vendors as soon as the
Verilog-2001 Standard is released by the IEEE.

The Verilog code for a parameterized ram model in Example 10 uses a comma-separated
sengitivity list in the always block just two lines before the endmodul e statement.

T
/1 raml nodel - Verilog-2001 @a, b, c)

/'l requires ADDR SIZE & DATA S| ZE paraneters
/1 MEM DEPTH is automatically sized

nodul e raml (addr, data, en, rw.n);
par anet er ADDR _SI ZE = 10;
par anet er DATA _SI ZE = 8;
paranmeter MEM DEPTH = 1<<ADDR Sl ZE;
out put [ DATA_SI ZE-1: 0] data;
i nput [ADDR_SI ZE- 1: 0] addr;
i nput en, rw.n;

reg [ DATA_SI ZE- 1: 0] mem [ 0: MEM DEPTH- 1] ;
assign data = (rw.n & en) ? menf{addr] : {DATA_SIZE{1' bz}};
al ways @addr, data, rw._n, en)

if (!'rw.n & en) nenfaddr] = data;
endnodul e

Example 10 - Parameterized Verilog ram model with comma-separated sensitivity list

5.8 @* combinational sensitivity list
Expected to be synthesizable? Yes.
When? Almost immediately.

The Verilog-2001 Standard refers to the @* operator as the implicit event expression list;
however, members of the VSG called the always @* keyword-pair, the combinational logic
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sensitivity list and that was its primary intended purpose, to be used to model and synthesize
combinational logic.

Experienced synthesis engineers are aware of the problems that can occur if combinationa always
blocks are coded with missing sensitivity list entries. Synthesis tools build combinational logic
strictly from the equations inside of an aways block but then synthesis tools check the sensitivity
list to warn the user of a potential mismatch between pre-synthesis and post-synthesis ssmulations

[4].

The dways @* procedural block will eliminate the need to list every single aways-block input in
the sengitivity list. This enhancement will reduce typing, and reduce design errors. The intent was
to reduce effort when coding combinational sensitivity lists and to reduce opportunities for coding
errors that could lead to a pre-synthesis and post-synthesis simulation mismatch.

The @* wasredly intended to be used at the top of an always block, but the VSG chose not to
restrict its use to just that location. The VSG could not think of a good reason not to use, nor did
the VSG think it was wise to restrict, the @* operator only to the top of the always block. This
enhancement was made orthogonal but it should be used with caution and has the potential to be
abused.

The Verilog code for a parameterized ram model in Example 11 uses an @* sengitivity list in the
always block just two lines before the endmodul e statement.

/

/1 raml nodel - Veril og-2001

/'l requires ADDR SIZE & DATA SI ZE paraneters
/1 MEM DEPTH is automatically sized

nodul e raml #(paraneter ADDR S| ZE
paraneter DATA SIZE = 8)
(out put [ DATA_SI ZE-1: 0] dat a,
i nput [ADDR_SI ZE- 1: 0] addr,
i nput en, rw.n);

| ocal param MEM DEPTH = 1<<ADDR Sl ZE;
reg [ DATA_SI ZE- 1: 0] mem [ 0: MEM DEPTH- 1] ;

N LR
/1 Menory read operation

assign data = (rw.n & en) ? menf{addr] : {DATA_SIZE{1' bz}};
N LR
al ways @

if (!rw.n & en) nenfaddr] <= data;
endnodul e

Example 11 - Parameterized Verilog ram model with @* combinational sensitivity list

The Verilog-2001 Standard notes that nets and variables which appear on the RHS of
assignments, in function and task calls, or case expressions and if expressions shall al be included
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in the implicit sengitivity list. Missing from the Verilog-2001 Standard is the fact that variables on
the LHS of an expression when used as an index range and variables used in case items should
also be included in the implicit sengitivity list. In the 3-to-8 decoder with output enable shown in
Example 12, the en input and the a-inputs should included in the @* implied sensitivity list.

nodul e decoder (
output reg [7:0] v,
i nput [2:0] a,
i nput en);

al ways @ begin
y = 8" hff;
yla] = len;
end
endnodul e

Example 12 - 3-to-8 Decoder model using the @* implicit sensitivity list

5.9 Constant functions
Expected to be synthesizable? Yes.
When? This might take some time to implement.

Perhaps the most contentious enhancement to the Verilog-2001 Standard, the enhancement that
raised the most debate and that was almost removed from the standard on multiple occasionsin
the past five years, was the constant function. EDA vendors opposed this enhancement because of
the perceived difficulty in efficiently implementing this enhancement, and its potential impact on
compile-time performance.

A quote from an EDA vendor who requested that constant functions not be added to Verilog
summarizes some of the opposition:

"Constant functions are another example of how a VHDL concept does not map will into Verilog
... The Verilog language is smply too powerful and unrestricted to support such functionality."

The users on the V SG also recognize that constant functions might not only be difficult to
implement, but also impact compile times. Despite this potential impact on compile-time
performance, users deemed this functionality too important to omit from the Verilog-2001
Standard. Vendors might want to publicize that a design modeled without constant functions will
compile faster than designs that include constant functions.

Constant functions are important to | P developers. The objective of the constant function isto
permit an IP developer to add local parameters to a module that are calculated from other
parameters that could be passed into the module when instantiated.

Constant functions will require vendors to calculate some parameters at compile time, which will
require that some parameters not be immediately calculated when read, but that they will be
calculated after afunction is used to determine the actual value of a parameter.
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Consider the example of a simple ROM model. To make a parameterized version of aROM
model, we need to know the number of address bits, number of memory locations and number of
data bits. The data bus width should be passed to the model, but only the memory size or number
of address bits should be passed to the model. If we are given the number of address bits, we
should calculate the memory depth at compile time. If we are given the number of memory
locations, we should be able to calculate how many address bits are required at compile time.

In order to make constant functions somewhat more agreeable to EDA vendors, they were
defined with significant restrictions including some that do not apply to normal Verilog functions.
Significant restrictions that apply to constant functions include:

Constant functions shall not contain hierarchical references.

Constant functions are defined and invoked in the same module.

Constant functions shall ignore system tasks. This permits aregular Verilog function with
system tasks such as $display commands to be changed into a constant function without
requiring removal of the system tasks.

Constant functions shall not permit system functions.

Constant functions shall have no side effects (they shall not make assignments to variables
that are defined outside of the constant function).

If a constant function uses an external parameter within the internal calculations of the
function, the external parameter must be declared before the constant function call.

All variables used in a constant function that are not parameters or functions must be
declared locally in the constant function.

If the constant function uses a parameter that is directly or indirectly modified by a
defparam statement, the behavior of the Verilog compiler is undefined. The compiler can
return an unknown value or it can issue a syntax error.

Constant functions cannot be defined inside of a generate statement.

Constant functions shall not call other constant functions in any context that requires a
constant expression.

The VSG anticipated that the typical use of a constant function would be to perform smple
calculations to generate local parameters to insure compatibility with passed parameters. The
above restrictions insure that constant functions do not cause undue compile-time problems.

5.10 Attributes

Expected to be synthesizable? Partially.

When? As soon asthe | EEE synthesis committee finishesitswork and includes attributes
into the synthesis spec.

Verilog-2001 will add a new construct (new to Verilog) called an attribute. The attribute uses (*
*) tokens (named "funny braces' by members of the VSG) as shown in Figure 1.
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(* attribute_nanme = constant_expression *)
_Or-
(* attribute_nanme *)

Figure 1 - Legal attribute definition syntax using (* *)

Attributes were primarily added to the Verilog language enable other tools to use Verilog as an
input language and still pass non-Verilog information to those tools. For many years now, vendors
have been adding hooks into the Verilog language by way of synthetic comments. The most
famous (infamous) example is the deadly[6] synthetic comment:

/'l synopsys full _case parallel _case

The biggest problem with the synthetic comment approach is that attaching tool-specific
information to a Verilog comment forces those same tools to parse all Verilog comments to see if
the comment contains a tool-specific directive.

To assist vendors who use Verilog as an input language, the VSG decided to add attributes to the
Verilog language that for the most part will be ignored by Verilog compilers the same as any
Verilog comment. The attributes permit third-party vendors to add tool-related information to the
source code without impacting simulation and without having to parse every Verilog comment.

5.11 Required net declarations
Expected to be synthesizable? N/A.
When? Soon.

Verilog-1995 has an odd and non-orthogonal requirement that all 1-bit nets, driven by a
continuous assignment, that are not declared to be a ports, must be declared. It isthe only 1-bit
net type that must be declared in Verilog. This non-orthogonal restriction is removed in Verilog-
2001.

nodul e andorl (y, a, b, c¢);
out put vy;
input a, b, c;
wre nl; // not required in Veril og-2001

assign nl = a & b;
assigny =nl] c;
endnodul e

Example 13 - Verilog-1995 required net declaration for the LHS of a continuous assignment to an internal net

5.12 “default_nettype none
Expected to be synthesizable? N/A.
When? Soon.

In the Verilog-1995 Standard, any undeclared identifier, except for the output of a continuous
assignment that drives a non-port net, is by default a 1-bit wire. Verilog never required these 1-bit
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net declarations and adding the declarations to a model yielded no additional checking to insure
that all 1-bit nets were declared.

The Verilog-2001 Standard adds a new option to the “defult_nettype compiler directive called
"none." If the "none" option is selected, all 1-bit nets must be declared.

Whether or not forcing all 1-bit nets to be declared is a good coding practice or not is open to
debate. Some engineers believe that al nets should be declared before they are used. Other
engineers find that declaring all 1-bit nets can be both time and space-consuming.

Editorial comment: | personaly find the practice of declaring al 1-bit nets to be a waste of time,
effort and lines of code. VHDL requires all 1-bit nets (signals) to be declared, and on aVHDL
ASIC design that | worked on in 1996, while instantiating and connecting the major sub-blocks
and 1/O pads at the top-level model of an ASIC design, | spent as much time debugging flawed
signal declarations as | did debugging real hardware problems. The only declarations that |
personally found useful were multi-bit signals (buses), which are also required in Verilog-1995.
My signal declarations extended over three pages of code and offered no additional useful
information about the design. Nevertheless, one can now inflict smilar pain and suffering into a
Verilog design using the “default_nettype none compiler directive.

6.0 Array of Instance
Expected to be synthesizable? Yes.
When? Soon.

A noteworthy enhancement to the Verilog language is the Array of Instance that was added to the
1995 |EEE Verilog Standard. This enhancement was implemented by Cadence more than two
years ago, but the other smulation vendors and all synthesis vendors were slow to follow.

An array of instance allows an simple one-dimensiona linear array of instances to be declared in a
single statement.

Most ASIC designers build a top-level module that only permits instantiation of other modules, no
RTL code allowed. The RTL codeis used in sub-modules but not in the top-level module.

In the top-level module, al of the major sub-blocks are instantiated along with all of the ASIC I/O
pads. Consider the task of instantiating the 1/0 pads for a 32-bit address bus and a 16-bit data bus.
Verilog engineers have always been required to make 32 address-pad and 16 data-pad
instantiations in the top-level model as shown in Example 14.

nodul e top_padsl (pdata, paddr, pctll, pct
inout [15:0] pdata;

2, pctl3, pclk);
/
input [31:0] paddr; /
/
/
/

pad data bus
pad addr bus
pad signals
data bus
addr bus

i nput pctl 1, pctl2, pctl3, pclk;
wre [ 15: 0] dat a;
wre [31: 0] addr;

~ e~~~

mai n_bl k ul (.data(data), .addr(addr),
.sigl(ctll1), .sig2(ctl2), .sig3(ctl3), .clk(clk));
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IBUF c4 (.Q(ctl3), .pl(pctl3));

IBUF ¢3 (.Q(ctl2), .pl(pctl2));

IBUF c2 (.Q(ctll), .pl(pctll));

IBUF c1 (.Q( clk), .pl( pclk));

IBUF i15 (.Q(data[ 15]), .pl(pdata[15]));

IBUF i14 (.Q(data[14]), .pl(pdata[14]));

IBUF i13 (.Q(data[13]), .pl(pdata[13]));

IBUF i12 (.Q(data[12]), .pl(pdata[12]));

IBUF i11 (.Q(data[11]), .pl(pdata[11]));

IBUF i10 (.Q(data[10]), .pl(pdata[10]));

IBUF i9 (.Q(data] 9]), .pl(pdata] 9]));

IBUF i8 (.Q(data] 8]), .pl(pdata] 8]));

IBUF i7 (.Q(data] 7]), .pl(pdata] 7]));

IBUF i6 (.Q(data] 6]), .pl(pdata] 6]));

IBUF i5 (.Q(data] 5]), .pl(pdata] 5]));

IBUF i4 (.Q(data] 4]), .pl(pdata] 4]));

IBUF i3 (.Q(data] 3]), .pl(pdata] 3]));

IBUF i2 (.Q(data] 2]), .pl(pdata] 2]));

IBUF i1l (.Q(data] 1]), .pl(pdata] 1]));

IBUF i0 (.Q(data] 0]), .pl(pdata] 0]));

BIDIR b31 (.N2(addr[31]), .pNl(paddr[31]) VR(wr))
BIDIR b30 (.N2(addr[30]), .pNl(paddr[30]) VR(wr))
BIDIR b29 (.N2(addr[29]), .pNl(paddr[29]) VR(wr))
BIDIR b28 (.N2(addr[28]), .pNl(paddr[28]) VR(wr))
BIDIR b27 (.N2(addr[27]), .pNl(paddr[27]) VR(wr))
BIDIR b26 (.N2(addr[26]), .pNl(paddr[26]) VR(wr))
BIDIR b25 (.N2(addr[25]), .pNl(paddr[25]) VR(wr))
BIDIR b24 (.N2(addr[24]), .pNl(paddr[24]) VR(wr))
BIDIR b23 (.N2(addr[23]), .pNl(paddr[23]) VR(wr))
BIDIR b22 (.N2(addr[22]), .pNl(paddr[22]) VR(wr))
BIDIR b21 (.N2(addr[21]), .pNl(paddr[21]) VR(wr))
BIDIR b20 (.N2(addr[20]), .pNl(paddr[20]) VR(wr))
BIDIR b19 (.N2(addr[19]), .pNl(paddr[19]) VR(wr))
BIDIR bl18 (.N2(addr[18]), .pNl(paddr[18]) VR(wr))
BIDIR bl7 (.N2(addr[17]), .pNl(paddr[17]) VR(wr))
BIDIR bl6 (.N2(addr[16]), .pNl(paddr[16]) VR(wr))
BIDIR bl5 (.N2(addr[15]), .pNl(paddr[15]) VR(wr))
BIDIR bl4 (.N2(addr[14]), .pNl(paddr[14]) VR(wr))
BIDIR bl13 (.N2(addr[13]), .pNl(paddr[13]) VR(wr))
BIDIR bl2 (.N2(addr[12]), .pNl(paddr[12]) VR(wr))
BIDIR b1l (.N2(addr[11]), .pNl(paddr[11]) VR(wr))
BIDIR bl0 (.N2(addr[10]), .pNl(paddr[10]) VR(wr))
BIDIR b9 (.N2(addr[ 9]), .pNl(paddr[ 9]) VR(wr))
BIDIR b8 (.N2(addr[ 8]), .pNl(paddr[ 8]) VR(wr))
BIDIR b7 (.N2(addr[ 7]), .pNl(paddr[ 7]) VR(wr))
BIDIR b6 (.N2(addr[ 6]), .pNl(paddr[ 6]) VR(wr))
BIDIR b5 (.N2(addr[ 5]), .pNl(paddr[ 5]) VR(wr))
BIDIR b4 (.N2(addr[ 4]), .pNl(paddr[ 4]) VR(wr))
BIDIR b3 (.N2(addr[ 3]), .pNl(paddr[ 3]) VR(wr))
BIDIR b2 (.N2(addr[ 2]), .pNl(paddr[ 2]) VR(wr))
BIDIR bl (.N2(addr[ 1]), .pNl(paddr[ 1]) VR(wr))
BIDIR b0 (.N2(addr[ 0]), .pNl(paddr[ 0]) VR(wr))

endnodul e

Example 14 - Verilog-1995 structural top-level ASIC model with multiple I/O pad instantiations

VHDL engineers have been able to use two generate for-loops to instantiate the same 32 address
and 16 data pad models. With Verilog-2001, Verilog engineers can now use similarly simple
generate for-loops to instantiate the 32 address and 16 data pads, as shown in Example 15.
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Generated instance names
dat[0].i1 to dat[15].i1

nodul e top_pads2 (pdata, paddr, pctll, pctl2, pctl3, pclk);
inout [15:0] pdata; /1 pad data bus
input [31:0] paddr; /1 pad addr bus
i nput pctl 1, pctl2, pctl3, pclk; // pad signals
wre [ 15: 0] dat a; /'l data bus
wre [31: 0] addr; /1 addr bus
mai n_bl k ul (.data(data), .addr(addr),
.sigl(ctll1), .sig2(ctl2), .sig3(ctl3), .clk(clk));
genvar i;
IBUF c4 (.Q(ctl3), .pl(pctl3));
IBUF ¢3 (.Q(ctl2), .pl(pctl2));
IBUF c2 (.Q(ctll), .pl(pctll));
IBUF c1 (.Q( clk), .pl( pclk));
generate for (i=0; i<16; i=i+1) begin: dat4/—
IBUF il (.Q(data[i]), .pl(pdata[i]));
generate for (i=0; i<32; i=i+1l) begin: adr

BIDIR bl (.N2(addr[i]), .pNl(paddr[i]), .VR(wr));

endnodul e

4_

Generated instance names
adr[0].b1 to adr[31].b1

Example 15 - Top-level ASIC model with address and data I/O pads instantiated using a generate statement

For ssmple contiguous one-dimensional arrays, the array of instance construct is even easier to use
and has amore intuitive syntax. Finaly, simulation and synthesis vendors are now starting to
support the Verilog-1995 Array of Instance construct that makes placement of 32 consecutively
named instances possible with an easy instantiation by bus names as ports and applying arange to

the instance name as shown in Example 16.

1

.clk(clk));

Arrayed instance
names i[15] to i[0]

nodul e top_pads3 (pdata, paddr, pctll, pctl2, pctl3, pclk)
inout [15:0] pdata; /1 pad data bus
input [31:0] paddr; /1 pad addr bus
i nput pctl 1, pctl2, pctl3, pclk; // pad signals
wre [ 15: 0] dat a; /1 data bus
wre [31: 0] addr; /1 addr bus
mai n_bl k ul (.data(data), .addr(addr),

.sigl(ctll), .sig2(ctl2), .sig3(ctl3),

IBUF c4 (.Q(ctl3), .pl(pctl3));
IBUF ¢3 (.Q(ctl2), .pl(pctl2));
IBUF c2 (.Q(ctll), .pl(pctll));
IBUF c1 (.Q( clk), .pl( pclk));
I BUF i[15:0] (.O(data), .p|(pdata));4/’

BIDIR b[31:0] (.N2(addr), .pNl(paddr), .WR(w)); €—]

endnodul e

Arrayed instance names
b[31] to b[0]

Example 16 - Top-level ASIC model with address and data I/O pads instantiated using arrays of instance
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7.0 Conclusions

The Verilog-2001 enhancements are coming. These enhancements will increase the efficiency and
productivity of Verilog designers.

8.0 Honorable Mention

Although the Behavioral Task Force benefited from the expertise and contributions of numerous
synthesis experts, a particular honorable mention must go out to Kurt Baty of WSFDB.

Kurt has experience designing some 50 ASICs and has written a significant number of Design
Ware models that are used in Synopsys synthesis tools. Kurt complains that he had to write al of
the models using VHDL because Verilog lacked a few of the key features that are required to
make parameterized models. Kurt's insight into the 1995 Verilog limitations lead to enhancements
that will make future IP model creation not only doable, but also easier to do in Verilog than it
wasin VHDL.
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Revision 1.2 - What Changed?

The ANSI style portsin previous versions of this paper incorrectly showed semi-colons between
port declarations and between the parameter list and the port list. These errors were fixed in this
version of the document.
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Revision 1.3 (April 2002) - What Changed?

Example 11 still incorrectly showed ANSI style parameters separated by a semicolon instead of a
comma and also included an illegal comma at the end of the ANSI style parameter list. Note that
the second par anet er keyword is not required in the ANSI style parameter list and would
typically be removed.

Example 11 aso included alocalparam declaration in the ANSI style parameter list, which is
illega. The localparam has been moved outside of the ANSI style header.
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New Verilog-2001 Techniquesfor Creating Parameterized Models
(or Down With "define and Death of a defparam!)

Clifford E. Cummings
Sunburst Design, Inc.
cliffc@sunbur st-design.com

Abstract

Creating reusable models typically requires that
general-purpose models be written with re-definable
parameters such as SZE, WIDTH and DEPTH.

With respect to coding parameterized Verilog models,
two Verilog constructs that are over-used and abused are
the global macro definition ("define) and the infinitely
abusable parameter redefinition statement (defparam).

This paper will detail techniques for coding proper
parameterized models, detail the differences between
parameters and macro definitions, present guidelines for
using macros, parameters and parameter definitions,
discourage the use of defparams, and detail Verilog-2001
enhancements to enhance coding and usage of
parameterized models.

1. Introduction

Two Verilog constructs that are overused and abused
are the Verilog macro definition statement (*define) and
the infinitely abusable defparam statement. It is the
author's opinion that macro definitions are largely over-
used to avoid the potential abuse of the dangerous
defparam Statement by design teams.

Respected Verilog and verification texts over-promote
the usage of the macro definition (“define) Statement,
and those recommendations are being followed without
recognition of the dangers that these recommendations
introduce.

Note: even though multiple questionable parameter and
macro definition recommendations are cited from
Principles of Verifiable RTL Design by Bening and
Foster[13] and from Wkiting Testbenches, Functional
Verification of HDL Models by Bergeron[8], | still
recommend both texts for the other valuable material they
both contain, especially the text by Bening and Foster.
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2. Verilog Constants

In Verilog-1995[6], there are two ways to define
constants: the parameter, a constant that is loca to a
module and macro definitions, created using the ~define
compiler directive.

A parameter, after it is declared, is referenced using
the parameter name.

A ~define macro definition, after it is defined, is
referenced using the macro name with a preceding -
(back-tic) character.

It is easy to distinguish between parameters and
macros in a design because macros have a
“identifier name while a parameter is just the
identifier_name without back-tic.

3. Parameters

Parameters must be defined within module boundaries
using the keyword parameter.

A parameter iS a constant that is local to a module
that can optionally be redefined on an instance-by-
instance basis. For parameterized modules, one or more
parameter declarations typicaly precede the port
declarations in a Verilog-1995 style model, such as the
simple register model in Example 1.

module register (q, d, clk, rst n);
parameter SIZE=8;
output [SIZE-1:0] q;

input [SIZE-1:0] d;
input clk, rst n;
reg [SIZE-1:0] q;

always @(posedge clk or negedge rst n)
if (lrst_n) q <= 0;
else q <= d;
endmodule

Example 1 - Parameterized register model - Verilog-1995
style
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The Verilog-2001[5] version of the same model can
take advantage of both the ANSI-C style ports and module
header parameter list, as shown in Example 2.

module register2001 #(parameter SIZE=8)
(output reg [SIZE-1:0] g,
input [SIZE-1:0] 4,
input clk, rst n);

always @(posedge clk, negedge rst n)
if (lrst_n) q <= 0;
else q <= d;
endmodule

Example 2 - Parameterized register model - Verilog-2001
style

4. Parametersand Parameter Redefinition

When instantiating modules with parameters, in
Verilog-1995 there are two ways to change the parameters
for some or al of the instantiated modules;, parameter
redefinition in the instantiation itself, or separate
defparam Statements.

Verilog-2001 adds a third and superior method to
change the parameters on instantiated modules by using
named parameter passing in the instantiation itself (see
section 7).

5. Parameter redefinition using #

Parameter redefinition during instantiation of a module
uses the # character to indicate that the parameters of the
instantiated module are to be redefined.

In Example 3, two copies of the register from Example
1 are instantiated into the two_regs1 module. The SIzE
parameter for both instances is set to 16 by the #(16)
parameter redefinition values on the same lines as the
register instantiations themselves.

module two regsl (q, d, clk, rst n);
output [15:0] gq;

input [15:0] 4;
input clk, rst n;
wire [15:0] dx;

register #(16) rl (.q(q), .d(dx),
.clk(clk), .rst n(rst n));

register #(16) r2(.g(dx), .d(d),
.clk(clk), .rst n(rst n));
endmodule

Example 3 - Instantiation using parameter redefinition
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This form of parameter redefinition has been supported
by al synthesistools for many years.

The biggest problem with this type of parameter
redefinition is that the parameters must be passed to the
instantiated module in the order that they appear in the
module being instantiated.

Consider the myreg module of Example 4.

module myreg (q, 4, clk, rst n);
parameter Trst 1

Tckq = 1,
SIZE = 4,
VERSION = "1.1";

output [SIZE-1:0] q;
input [SIZE-1:0] d;
input clk, rst n;
reg [SIZE-1:0] q;

always @(posedge clk or negedge rst n)
if (!rst n) q <= #Trst 0;
else g <= #Tckq 4;
endmodule

Example 4 - Module with four parameters

The myreg module of Example 4 has four parameters,
and if the module, when instantiated, requires that just the
third parameter, (for example the s1ze parameter) be
changed, the module cannot be instantiated with a series
of commas followed by the new value for the sIzE
parameter as shown in Example 5. This would be a syntax
error.

module bad wrapper (q, d, clk, rst n);
output [7:0] qg;
input [7:0] 4;
input clk, rst n;

// illegal parameter passing example
myreg #(,,8) rl (.q(q), .d(d),
.clk(clk), .rst n(rst n));
endmodule

Example 5 - Parameter redefinition with #(,,8) syntax
error

In order to use the parameter redefinition syntax when
instantiating a module, al parameter values up to and
including al values that are changed, must be listed in the
instantiation. For the myreg module of Example 4, the
first two parameter values must be listed, even though
they do not change, followed by the new value for the
SIZE parameter, as shown in Example 6.
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module good wrapper (q, d, clk, rst n);
output [7:0] g;
input [7:0] 4;
input clk, rst n;

// the first two parameters must be
// explicitly passed even though the
// values did not change
myreg #(1,1,8) rl (.q(q), .d(d),
.clk(clk), .rst n(rst n));
endmodule

Example 6 - Parameter redefinition with correct #(1,1,8)
syntax

Aware of this limitation, engineers have frequently
rearranged the order of the parameters to make sure that
the most frequently used parameters are placed first in a
module, similar to the technique described by Thomas and
Moorby[4].

Despite the limitations of Verilog-1995 parameter
redefinition, it is till the best supported and cleanest
method for modifying the parameters of an instantiated
module.

Verilog-2001 actually enhances the above parameter
redefinition capability by adding the ability to pass the
parameters by name, similar to passing port connections
by name. See section 7 for information on this new and
preferred way of passing parameters to instantiated
modules.

6. Death to defparams!

First impressions of defparam Statements are very
favorable. In fact, many authors, like Bergeron, prefer
usage of the defparam Statement because "it is self
documenting and robust to changes in parameter
declarations'[9].

The defparam statement explicitly identifies the
instance and the individual parameter that is to be
redefined by each defparam statement. The defparam
statement can be placed before the instance, after the
instance or anywhere elsein the file.

Until the year 2000, Synopsys tools did not permit
parameter redefinition using defparam Statements.
Synopsys was to be commended for this restriction.
Unfortunately, Synopsys developers bowed to pressure
from uninformed engineers and added the ability to use
defparam Statements in recent versions of Synopsys
tools.

Unfortunately, the well-intentioned
statement is easily abused by:

(1) using defparam to hierarchicaly change the
parameters of amodule.

defparam
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(2) placing the defparam statement in a separate file
from the instance being modified.

(3) using multiple defparam Statements in the same
file to change the parameters of an instance.

(4) using multiple defparam Statements in multiple
different files to change the parameters of an
instance.

6.1. Hierarchical defparams

It is legal to hierarchically change the values of
parameters using a defparam Statement. This means that
any parameter in a design can be changed from any
input file in the design. Potentially, the abuse could extend
to changing the parameter value of the module that
instantiated the module with the defparam statement and
pass that parameter to the instantiated module that in
turn re-modifies the parameter of the instantiating
module again, etc.

In Example 7, the testbench module
(tb_defparam) instantiates a model and passes the s1zE
parameter to the register module (passed to the wipTh
parameter), which passesthe wIDTH parameter to the df £
module (passed to the N parameter). The df £ module has
an erroneous hierarchical defparam statement that
changes the testbench s1zE parameter from 8 to 1 and
that value is again passed down the hierarchy to change
the register wIpTH and the df £ N values again.

module tb defparam;
parameter SIZE=8;
wire [SIZE-1:0] q;
reg [SIZE-1:0] d4;
reg clk, rst n;

register2 #(SIZE) rl
(.q(qg), .d(d), .clk(clk),
.rst_n(rst_n));
/...
endmodule

module register2 (q, 4, clk, rst n);
parameter WIDTH=8;
output [WIDTH-1:0] q;
input [WIDTH-1:0] d4;
input clk, rst n;

dff #(WIDTH) dil
(.q(q), .d(d), .clk(clk),
.rst_n(rst_n));
endmodule

Example 7 - Dangerous use of hierarchical defparam
(example continues on next page)
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module dff (q, d, clk, rst n);
parameter N=1;
output [N-1:0] q;

input [N-1:0] d;
input clk, rst n;
reg [N-1:0] gq;

// dangerous, hierarchical defparam
defparam tb defparam.SIZE = 1;

always @(posedge clk or negedge rst n)
if (lrst_n) q <= 0;
else q <= d;
endmodule

Example 7 - Dangerous use of hierarchical defparam

All of the ports and variables in the designs in Example
7 are now just one bit wide, while synthesis of the
register2 and df £ moduleswill be eight bitswide. This
type of defparam Use can easily escape detection and
cause design and debug problems.

module register3 (q, d, clk, rst n);
parameter WIDTH=8;
output [WIDTH-1:0] q;
input [WIDTH-1:0] d;
input clk, rst n;

dff3 # (WIDTH) dl
(.q(q), .d(d), .clk(clk),
.rst_n(rst_n));
endmodule

module dff3 (q, d, clk, rst n);
parameter N=1;
output [N-1:0] q;

input [N-1:0] 4;
input clk, rst n;
reg [N-1:0] q;

// dangerous, hierarchical defparam
defparam register3.WIDTH = 1;

always @(posedge clk or negedge rst n)
if (lrst_n) q <= 0;
else q <= d;
endmodule

Example 8 - Dangerous hierarchical defparams enclosed
within the register3/dff3 models
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Example 8 is similar to Example 7 except that the
defparam redefines the bus widths of the register3
model and appears to be self-contained. Unfortunately,
even though this model will simulate like a 1-bit wide
model, it still synthesizes to an 8-bit wide model.

6.2. defparamsin separatefiles

It is not uncommon to find defparams being abused
by placing them in a completely different file from the
instances being modified[10].

Unfortunately, this practice was semi-encouraged by
the following comment in section 12.2.1 of the Verilog-
1995[6] and Verilog-2001[5] Standards documents:

The defparam statement is particularly useful for
grouping all of the parameter value override
assignments together in one module.

The above text probably should have been deleted
from the Verilog-2001 Standard, but it was not.

It should be noted that the Verilog Standards Group
(VSG) introduced and encourages the use of the superior
capability of passing parameters by name (see section 7),
similar to passing ports by name, when instantiating
modules. The VSG hopes that engineers will take
advantage of this new capability and that defparam
statements eventually die (see section 6.6).

6.3. Multipledefparamsin the samefile

defparams ae abused by placing multiple
defparams in the same file that modify the same
parameter. The Verilog-2001 Standard defines the
correct behavior to be:

In the case of multiple defparams for a
single parameter, the parameter takes the
value of the last defparam statement
encountered in the source text. [5]

In Example 9, two copies of the register from
Example 1 are instantiated into the two _regs2 module.
The s1zE parameter for both instances is set to 16 by
defparam Statements placed before the corresponding
register instantiations. A third defparam Statement is
placed after the second register instantiation, changing
the size of the second register to 4 by mistake.
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module two regs2 (q, d, clk, rst n);
parameter SIZE = 16;
output [SIZE-1:0] q;

input [SIZE-1:0] d;
input clk, rst n;
wire [SIZE-1:0] dx;

defparam rl.SIZE=16;

register rl (.gq(q), .d(dx), .clk(eclk),
.rst_n(rst_n));

defparam r2.SIZE=16;

register r2 (.q(dx), .d(d), .clk(clk),

.rst_n(rst_n));
defparam r2.SIZE=4; // Design error!
endmodule

Example 9 - Instantiation using defparam statements

Because this is a small design and because compilers
will issue "port-size mismatch" warnings, this design will
not be difficult to debug.

Unfortunately, frequently when a second stray
defparam Statement is added by mistake, it is added into
a large design with pages of RTL code because the
designer did not notice that an earlier defparam
statement had been used to redefine the same parameter
value. This type of design is typically more confusing and
more difficult to debug.

6.4. Multipledefparamsin separatefiles

defparams are even abused by placing them in
multiple different files.

The practice of placing multiple defparam Statements
in different files that make assignments to the same
parameter IS very problematic. Multiple defparam
statements are treated differently by different vendors
because the behavior for this scenario was never defined
in the Verilog-1995 Standard.

The Verilog-2001 Standards Group did not want to
encourage this behavior so we added the following
disclaimer to the Verilog-2001 Standard.

When defparams are encountered in multiple
source files, e.g., found by library
searching, the defparam from which the
parameter takes its value is undefined. [5]

The Verilog-2001 Standards Group basically wanted to
discourage this practice altogether so we left the behavior
undefined and documented that fact, hoping to discourage
anyone from requiring vendors to support this flawed

strategy.
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6.5. defparamsand tools

Since defparams can be placed anywhere in a design
and because they can hierarchicaly change the
parameter values of any module in a design,
defparams in their current incarnation make it very
difficult to write either a vendor tool or an in-house tool
that can accurately parse a design that is permitted to
include defparam Sstatements[14].

A Verilog compiler cannot determine the actual values
of any parameters until all of the Verilog input files have
been read, because the last file read might change every
single parameter in the design!

I know of some companies that ban the use of
defparams in their Verilog code in order to facilitate the
creation of useful in-house Verilog tools. | agree with this
practice and propose the following guideline:

Guideline: do not use defparams in any Verilog
designs.

A superior dternative t0 defparam Statements is
discussed in section 7.

6.6. Deprecate defparam

The VSG is not the only organization that hopes that
the defparam statement will die (see the end of section
6.2).

The IEEE Verilog Synthesis Interoperability Group
voted not to support defparam Sstatements in the IEEE
Verilog Synthesis Standard[7].

And in April 2002, The SystemVerilog Standards
Group voted unanimously (with one abstention) to
deprecate the defparam Statement (possibly remove
support for the defparam statement from future versions
of the Verilog language)[1].

After defparams have been deprecated, the author
suggests that future Verilog tools report errors whenever a
defparam Statement is found in any Verilog source code
and then provide a switch to enable defparam Statement
use for backward compatibility. An error message similar
to the following is suggested:

"The Verilog compiler found a defparam
statement in the source code at

(file name/line#).

To use defparam statements in the Verilog
source code, you must include the switch
+Iamstupid on the command line which will
degrade compiler performance and introduce
potential problems but is bug-compatible
with Verilog-1995 implementations.
Defparam statements can be replaced with
named parameter redefinition as define by
the IEEE Verilog-2001 standard."
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The preceeding defparam warning is annoyingly long.
Hopefully users will tire of these long annoying warnings
and remove defparams from their code.

7. Verilog-2001 named parameter
redefinition

An enhancement added to the Verilog-2001 Standard is
the ability to instantiate modules with named parameters
in the instantiation itself[3][5].

This enhancement is superior to and eliminates the
need for defparam Statements.

module demuxreg (q, d, ce, clk, rst n);
output [15:0] q;
input [ 7:0] 4;

input ce, clk, rst n;
wire [15:0] gq;

wire [ 7:0] nl;

not ul0 (ce n, ce);

regblk #(.SIZE( 8)) ul
(.gq(nl), .d (d), .ce(ce),
.clk(clk), .rst n(rst n));
regblk #(.SIZE(16)) u2
(.q (@), .d({da,nl}), .ce(ce n),
.clk(clk), .rst n(rst n));
endmodule

module regblk (q, d, ce, clk, rst n);
parameter SIZE = 4;
output [SIZE-1:0] q;

input [SIZE-1:0] d;
input ce, clk, rst n;
reg [SIZE-1:0] q;

always @(posedge clk or negedge rst n)

if (lrst n) g <= 0;
else if (ce) g <= d;
endmodule

Example 10 - Instantiation using named parameter passing

This new technique offers the advantage of specifically
indicating which parameter is modified (like the
defparam Statement) and also places the parameter
values conveniently into the instantiation syntax, like
Verilog-1995 # parameter redefinition.

This is the cleanest way to instantiate models from any
vendor and this is a technique that should be encouraged
by designers and vendors of reusable models.

Because al of the parameter information is included in
the instantiation of the model, this coding style will aso
be easiest to parse by vendor and in-house tools.

Guideline: require all passing of parameters to be done
using the new Verilog-2001 named parameter redefinition
technique.
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8. ‘defineMacro Substitution

The ~define compiler directive is used to perform
"global" macro substitution, similar to the C-language
#define directive. Macro substitutions are global from the
point of definition and remain active for al files read after
the macro definition is made or until another macro
definition changes the value of the defined macro or until
the macro is undefined using the ~undef compiler
directive.

Macro definitions can exist either inside or outside of a
module declaration, and both are treated the same.
parameter declarations can only be made inside of
module boundaries.

Since macros are defined for all files read after the
macro definition, using macro definitions generally makes
compiling adesign file-order dependent.

A typical problem associated with using macro
definitions is that another file might also make a macro
definition to the same macro name. When this occurs,
Verilog compilers issue warnings related to "macro
redefinition” but an unnoticed warning can be costly to the
design or to the debug effort.

Why is it bad to redefine macros? The Verilog
language allows hierarchical referencing of identifiers.
This proves to be very vauable for probing and
debugging a design. If the same macro name has been
given multiple definitions in a design, only the last
definition will be available to the testbench for probing
and debugging purposes.

If you find yourself making multiple macro definitions
to the same macro name, consider that the macro should
probably be a local parameter as opposed to a global
macro.

9. “defineUsage

Guideline: only use macro definitions for identifiers
that clearly require global definition of an identifier that
will not be modified elsewhere in the design.

Guideline: where possible, place all macro definitions
into one "definitions.vh" file and read the file first
when compiling the design.

Alternate Guideline: place all macro definitions in the
top-level testbench module and read this module first
when compiling the design.

Reading al macro definitions first when compiling a
design insures that the macros exist when they are needed
and that they are globally available to al files compiled in
the design.

Pay attention to warnings about macro redefinition.

Guideline: do not use macro definitions to define
constants that are local to amodule.

New Verilog-2001 Techniques for Creating Parameterized Models

(or Down With "define and Death of a defparam!)



10. “definelnclusion

One popular technique to insure that a macro definition
exists before its usage is to use an ~ifdef, or the new
Verilog-2001 ~ifndef compiler directives to query for
the existence of a macro definition followed by either a
~define Macro assignment or a ~include of afile name
that contains the require macro definition.

“ifdef CYCLE

// do nothing (better to use ~ifndef)
“else

“define CYCLE 100
“endif

“ifndef CYCLE
“include "definitions.vh"
“endif

Example 11 - Testing and defining macro definitions

11. The undef compiler directive

Verilog has the ~undef compiler directive to remove a
macro definition created with the ~define compiler
directive.

Bergeron recommends avoiding the use of macro
definitiong11]. | agree with this recommendation.
Bergeron further recommends that all macro definitions
should be removed using ~undef when no longer
needed[11]. | disagree with this recommendation. This
seems to be overkill to correct a problem that rarely exists.
Using the ~define compiler directive to create global
macros where appropriate is very useful. Losing sleep
over the existence of globa macro definitions and
tracking all of the ~undef'sin a design is not a good use
of time.

For the rare occasion where it might make sense to
redefine a macro, use ~undef£ in the same file and at the
end of the file where the ~define macro was defined.

Make sure that the last compiled macro definition is
likely to be the macro that you might want to access from
a testbench, because only one macro definition can exist
during runtime debug.

Again, using a “~define-undef pair should be
considered the last resort to a problem that could probably
be better handled using a better method.

12. Clock cycle definition

Bergeron's somewhat justified parancia over the use of
the ~define macro definition leads him to recommend
that clock cycles be defined using parameters as
opposed to using the ~define compiler directive[12].
This recommendation is flawed.
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Guideline: make clock cycle definitions using the
~define compiler directive. Example:

“define CYCLE 10

Guideline: place the clock cycle definitions in the
"definitions.vh" file or in the top-level testbench.
Example:

“define CYCLE 10
module tb cycle;

// .
initial begin

clk = 1'b0;

forever #( CYCLE/2) clk = ~clk;
end

/] ...
endmodule

Example 12 - Global clock cycle macro definition and
usage (recommended)

Reason: Clock cycles are a fundamental constant of a
design and testbench. The cycle of a common clock signal
should not change from one module to another; the cycle
should be constant!

Verilog power-users do most stimulus generation and
verification testing on clock edges in a testbench. In
general, this type of testbench scales nicely with changes
to the global clock cycle definition.

13. State Machines and “define do not mix

Bening and Foster[13] and Keating and Bricaud[15]
both recommend using the ~define compiler directive to
define state names for a Verilog state machine design.
After recommending the use of ~define, Keating and
Bricaud subsequently show an example using parameter
definitions instead of using the ~define[16]. The latter is
actually preferred.

Finite State Machine (FSM) designs should use
parameters to define state names because the state name
is a constant that applies only to the FSM module. If
multiple state machines are added to a large design, it is
not uncommon to want to reuse certain state names in
multiple FSM designg1]. Example state names that are
common to multiple designs include: RESET, IDLE,
READY, READ, WRITE, ERROR and DONE.

Using ~define t0 assign state names would either
preclude reuse of a state name because the name has
aready been taken in the global name space, or one would
have to ~undef state names between modules and re-
~define State namesin the new FSM modules. The latter
case makes it difficult to probe the internal values of FSM
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state buses from a testbench and running comparisons to
the state names.

There is no good reason why state names should be
defined using ~define. State names should not be
considered part of the global name space. State names
should be considered local names to the FSM module that
encloses them.

Guideline: do not make state assignments using
~define macro definitions for state names.

Guideline: Make state assignments using parameters
with symbolic state names.

14. Verilog-2001 localparam

An enhancement added to the Verilog-2001 Standard is
the localparam.

Unlike a parameter, a localparam cannot be
modified by parameter redefinition (positional or named
redefinition) nor can a localparam be redefined by a
defparam Statement.

The 1localparam can be defined in terms of
parameters that can be redefined by positional
parameter redefinition, named parameter redefinition
(preferred) or defparam Statements.

The idea behind the localparam is to permit
generation of some local parameter values based on other
parameters While protecting the localparams from
accidental or incorrect redefinition by an end-user.

In Example 13, the size of the memory array mem
should be generated from the size of the address bus. The
memory depth-size MEM DEPTH is "protected’ from
incorrect settings by placing the MEM DEPTH in a
localparam declaration. The MEM DEPTH parameter will
only change if the as1zE parameter is modified.

module raml #(parameter ASIZE=10,
DSIZE=8)

(inout [DSIZE-1:0] data,
input [ASIZE-1:0] addr,
input en, rw n);

// Memory depth equals 2** (ASIZE)
localparam MEM DEPTH = 1<<ASIZE;
reg [DSIZE-1:0] mem [0:MEM DEPTH-1];

assign data = (rw n && en) ? mem[addr]
: {DSIZE{1'bz}};

always @(addr, data, rw n, en)
if (!rw n && en) mem[addr] = data;
endmodule

Example 13 - Verilog-2001 ANSI-parameter and port
style model with localparam usage
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We want to protect the local MEM DEPTH parameter
and caculate it from the size parameter value of the
address bus.

Note: the Verilog-2001 Sandard does not extend the
capabilities of the local param enhancement to the module
header parameter list. Specifically, localparam currently
cannot be added to an ANS -style parameter list as shown
in Example 14.

module multiplier2
# (parameter AWIDTH=8, BWIDTH=8,
localparam YWIDTH=AWIDTH+BWIDTH)
(output [YWIDTH-1:0] vy,
input [AWIDTH-1:0] a,
input [BWIDTH-1:0] b);
assign y = a * b;
endmodule

Example 14 - Illegal use of localparam in the ANSI-
parameter header

15. “timescale Definitions

The ~timescale directive gives meaning to delays
that may appear in a Verilog model. The timescae is
placed above the module header and takes the form:

“timescale time unit / time precision

The ~timescale directive can have a huge impact on
the performance of most Verilog smulators. It is a
common new-user mistake to select a time_precision of
1ps (1 pico-second) in order to account for every last
pico-second in a design. adding a 1ps precision to a
model that is adequately modeled using either 1ns or
100ps time precisions can increase simulation time by
more than 100% and simulation memory usage by more
than 150%. | know of one very popular and severely
flawed synthesis book that shows Verilog coding samples
using a ‘timescae of 1 ns / 1 £s[17] (measuring
simulation performance on this type of design typicaly
requires a calendar watch!)

| have seen some engineers use a macro definition to
facilitate changing all ~timescales in a design. All
modules coded by these engineers include the timescale
macro before every module header that they ever write.
Example 15 shows a macro definition for a global
“timescale and usage of the global ~timescale
macro.

“define tscale “timescale 1lns/lns

“tscale
module mymodule (...);
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Example 15 - Global maroc definition of atimescale
macro (not recommended)

These well-meaning engineers typically hope to control
simulation efficiency by changing a global ~timescale
definition to potentially modify both the time_units and
time_precisions of every model and enhance simulator
performance.

Globally changing the time units of every
“timescale in a design can adversely impact the
integrity of an entire design. Any design that includes
#delays relies on the accuracy of the specified time_units
in the ~timescale directive. In Example 16, the model
requires that the time_units of the ~timescale be in
units of 100ps. Changing the time_units to 1ns changes
the delay from 160ps to 1.6ns, introducing an error into
the model.

“timescale 100ps/10ps

module tribuf2001 #(parameter SIZE=8)
(output [SIZE-1:0] vy,
input [SIZE-1:0] a,
input en n);

assign #1.6 y = en n ? {SIZE{1'bz}}:a;
endmodule

Example 16 - Module with 100ps time_units

Since the time_precision must always be equa to or
smaller than the time unit in a “timescale directive,
additional guidelines should probably be followed if a
global ~timescale Strategy is being employed:

Guideline: Make al time units of user defined
“timescales equal to 1ns oOr larger.

Reason: if a smaller time_unit is used in any model,
globally changing al time_precisionsto 1ns will break an
existing design.

Note: If a vendor model is included in the simulation
and if the vendor used a very small time_precision in the
their model, the entire simulation will slow down and very
little will have been accomplished by globally changing
the time_precisions of the user models.

To enhance simulator performance, using a unit-delay
simulation mode or using cycle based simulators are better
options than macro-generating all of the ~timescales in
adesign.

16. Conclusions

Macro definitions should be used to define system-
global constants, such as a user-friendly set of names for
PCI commands or global clock cycle definitions.

Each time a new macro definition is made, that macro
name cannot be safely used elsewhere in the design
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(name-space pollution). As more and more modules are
compiled into large system simulations, the likelihood of
macro-name collision increases. The practice of making
macro definitions for constants such as port or data sizes
and state namesis an ill-advised practice.

Macro definitions using the “define compiler
directive should not be used to define constants that can
be better localized to individual modules.

Verilog parameters are intended to represent
constants that are local to a module. A parameter has
the added benefit that each different instance of the
module can have different values for the parameters in
each module.

The following is a summary of important guidelines
outlined in this paper:

Guideline: do not use defparams in any Verilog
designs.

Guideline: require all passing of parameters to be done
using the new Verilog-2001 named parameter redefinition
technique.

Guideline: only use macro definitions for identifiers
that clearly require globa definition of an identifier that
will not be modified elsewhere in the design.

Guideline: where possible, place all macro definitions
into one "definitions.vh" file and read the file first
when compiling the design.

Alternate Guideline: place all macro definitions in the
top-level testbench module and read this module first
when compiling the design.

Guideline: do not use macro definitions to define
constants that are local to amodule.

Guideline: make clock cycle definitions using the
~define compiler directive.

Guideline: place the clock cycle definitions in the
"definitions.vh" fileor in thetop-level testbench.

Guideline: do not make state assignments using
~define macro definitions for state names.

Guideline: Make state assignments using parameters
with symbolic state names.

Guideline: To improve simulation efficiency, make al
time_units of user defined ~timescales equa to 1ns oOr
larger.

In his book Writing Testbenches, Functional
Verification of HDL Models, Bergeron claims that VHDL
and Verilog both have the same area under the learning
curve[8]. Due to the misinformation that has been spread
through numerous Verilog books and training courses, |
am afraid Bergeron may be right. When Verilog is taught
correctly, | believe the area under the Verilog learning
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curve is much smaller (and Verilog simulations run much
faster).

"Long live named parameter redefinition!”

"Death to defparams!”
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Abstract

This paper details different coding styles and their
impact on Verilog-XL simulation efficiency.

1. Introduction

What are some of the more optimal ways to code Verilog
models and testbenches to shorten simulation times? This
paper is a collection of interesting coding style
comparisons that have been run on Verilog-XL.

2. Verilog Efficiency Testing

The intent of this paper isto help identify which Verilog
coding styles are more efficient than others; thereby,
increasing design and simulation efficiency.

All of the Verilog benchmarks in this paper are intended
to show the efficiency of how specific coding styles run
on the same simulator. This paper is not intended to be a
benchmark comparison between different simulators.

All of the benchmarks were run on a Sparc 5, running
Solaris 2.5, with 32MB of memory and 500MB of swap
space. Verilog-XL, version 2.21, compiled with
Undertow version 5.3.3, was used for these benchmarks.

Note: over time, measured efficiency will likely change
as newer versions of the same simulator are introduced
and as simulators become more efficient.

3. Case Statements Vs. Large If/Else-If

Structures

Question: Is there a simulation efficiency difference in
coding large case statements as equivalent if/else-if
statements?

The testcase for this benchmark is a synthesizable 8-to-1
multiplexer written as both a case statement and as a
large if/else-if construct. Figure 1 shows the code for the
case-statement multiplexer, Figure 2 shows the code for
the equivalent if/el se-if-statement multiplexer.
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3.1 Case Vs. If Efficiency Summary

Theresultsin Table 1 show that, using Verilog-XL, this
8-item case structure took about the same amount of
memory to implement as the if/else-if structure but the
case statement was about 6% faster.

modul e CaseMux8 (y, i, sel);
out put Y
input [7:0] i;
input [2:0] sel;

reg Y
wire [7:0] i;
wire [2:0] sel;

al ways @i or sel)
case (sel)
i[0];

' do:

i[1];
i[2];
i[3];
i[4];
i[5];
i[6];
i[7];

W W Ww W

o
H
KKK

d7:
endcase
endnodul e

Figurel

modul e 1 fMux8 (y, i, sel);
out put Y
input [7:0] i;
input [2:0] sel;
reg Y
wire [7:0] i;
wire [2:0] sel;

al ways @i or sel)

if (sel ==3d0) y =i[0];
else if (sel ==3d1) y =i[1];
else if (sel ==3d2) vy =i[2];
else if (sel ==3d3) y =1i[3];
else if (sel ==3'd4) y =i[4];
else if (sel ==3'd5) y =i[5];
else if (sel == 3'd6) y =i[6];
else if (sel ==3'd7) y =i[7];
endnodul e
Figure2
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Sparc5/32MB RAM 491MB Swap Data Structure | Memory Usage | Simulation CPU | CPU Simulation

Solaris version 2.5 (bytes of Percentages Time (in Percentages

Verilog-XL 2.2.1 - Undertow 5.3.3 memory) seconds)

CaseMux8 92252 100.00% 1209.3 100.00%

[fMux8 92912 100.72% 1282.0 106.01%
Tablel

4. Begin-End Statements
Question: Isthere a simulation efficiency difference when
extra begin-end pairs are added to Verilog models?

The testcase for this benchmark is a synthesizable D flip-
flop with asynchronous reset. In Figure 3 the
synthesizable flip-flop was written with no begin-end
statements in the always block (they are not needed for
this model). In Figure 4, the same flip-flop was written
with three unnecessary begin-end statements. 1000 flip-
flops were then instantiated into a testbench and

4.1 Begin-End Efficiency Summary

The resultsin Table 2 show that, using Verilog-XL, the

flip-flop with three extra begin-end statements took about
6% more memory to implement and about 6% more time
to simulate as the flip-flop with no begin-end statements.

. /'l 1Includes unneeded begin-end pairs
simulated. modul e dff (g, d, clk, rst);
out put q;
input d, clk, rst;
reg q,
/1 Rermoved unneeded begin-end pairs al ways @posedge clk or posedge rst)
module dff (q, d, clk, rst): beg}” = 1) beai
out put q; i (r_SB. == 1) begin
input d, clk, rst; eng S
reg a: el se begin
al ways @ posedge clk or posedge rst) g = d
if (rst ==1) q = 0; gn
el se q = d; en
endmodul e endnodul e
Figure3 Figure4
Sparc5/32MB RAM 491MB Swap Data Structure | Memory Usage | Simulation CPU | CPU Simulation
Solaris version 2.5 (bytes of Percentages Time (in Percentages
Verilog-XL 2.2.1 Undertow 5.3.3 memory) seconds)
nobegin 4677676 100% 9403.2 100%
begin 4953264 105.89% 9960.4 105.93%
Table?2
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5. “define Vs. Parameters

Question: What simulation efficiency difference isthere
between using “define macros and parameters? How is
parameter efficiency affected by redefining parameters

5.1 Define & Parameter Efficiency Summary

The results in Table 3 show that, parameter redefinition

and defparams occupy about 25% - 35% more memory
than do "define statements.

using parameter redefinition in the model instantiation
and by using defparam statements?
The testcases for this benchmark were models with nine
parameter delays (Figure 5) and nine “define-macro
delays (Figure 6).

Testbenches were created with defined-macros (Figure
7), defparam statements (Figure 8) and #-parameter
redefinition (Figure 9).

modul e paranthk (y, i, en);
output [9:0] vy;
i nput i, en
paraneter Tr_min = 2;
paranmeter Tr_typ = 5;
paranmeter Tr_max = 8;
paraneter Tf_min = 1;
paraneter Tf_typ = 4;
paraneter Tf_max = 7;
paraneter Tz_min = 3;
paranmeter Tz_typ = 6;
paranmeter Tz_max = 9;
bufifl #(Tr_min:Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_mn: Tz_typ: Tz_max) b9 (y[9],i,en);
bufifl #(Tr_min: Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_m n: Tz_typ: Tz_max) b8 (y[8],i,en);
bufifl #(Tr_min:Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_m n: Tz_typ: Tz_max) b7 (y[7],i,en);
bufifl #(Tr_min:Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_m n: Tz_typ: Tz_max) b6 (y[6],i,en);
bufifl #(Tr_min: Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_m n: Tz_typ: Tz_max) b5 (y[5],i,en);
bufifl #(Tr_min:Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_m n: Tz_typ: Tz_max) b4 (y[4],i,en);
bufifl #(Tr_min:Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_m n: Tz_typ: Tz_max) b3 (y[3],i,en);
bufifl #(Tr_min: Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_m n: Tz_typ: Tz_max) b2 (y[2],i,en);
bufifl #(Tr_min:Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_m n: Tz_typ: Tz_max) bl (y[1],i,en);
bufifl #(Tr_min:Tr_typ: Tr_max, Tf _mn: Tf _typ: Tf _max, Tz_m n: Tz_typ: Tz_max) b0 (y[O0],i,en);
endnodul e
Figure5
modul e definechk (y, i, en);
output [9:0] vy;
i nput i, en;
bufifl #( Tr_mn: Tr_typ: Tr_max, Tf_mn: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) b9 (y[9], i, en);
bufifl #( " Tr_mn: Tr_typ: Tr_max, Tf_min: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) b8 (y[8], i, en);
bufifl #("Tr_mn: Tr_typ: Tr_max, Tf_mn: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) b7 (y[7], i, en);
bufifl #("Tr_mn: Tr_typ: Tr_max, " Tf_mn: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) b6 (y[6], i, en);
bufifl #("Tr_mn: Tr_typ: Tr_max, Tf_mn: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) b5 (y[5], i, en);
bufifl #("Tr_mn: Tr_typ: Tr_max, Tf_min: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) b4 (y[4], i, en);
bufifl #("Tr_mn: Tr_typ: Tr_max, Tf_mn: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) b3 (y[3], i, en);
bufifl #( " Tr_mn: Tr_typ: Tr_max, " Tf_mn: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) b2 (y[2], i, en);
bufifl #( " Tr_mn: Tr_typ: Tr_max, Tf_mn: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) bl (y[1], i, en);
bufifl #( " Tr_mn: Tr_typ: Tr_max, Tf_mn: " Tf _typ: "Tf _max, Tz_min: Tz_typ: Tz_max) b0 (y[O], i, en);
endnodul e
Figure 6
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“define Tr_min 2
“define Tr_typ 5
“define Tr_nax 8
“define Tf_min 1
“define Tf_typ 4
“define Tf_max 7
“define Tz_nmin 3
“define Tz_typ 6
“define Tz_nmax 9

“define CNT 1000000
“define cycle 20
“timescale 1ns / 1ns

nmodul e tb_defi ne;

wire [9:0] y9, y8, y7, y6, y5, y4, y3, y2, yl, yO0;

reg i, en;
reg cl k;
definechk i9 (y9, i, en);
definechk i8 (y8, i, en);
definechk i7 (y7, i, en);
definechk i6 (y6, i, en);
definechk i5 (y5, i, en);
definechk i4 (y4, i, en);
definechk i3 (y3, i, en);
definechk i2 (y2, i, en);
definechk il (yl1, i, en);
definechk i0 (y0, i, en);
initial begin

clk = 0;

forever #( cyclel/2) clk = ~clk;
end

initial begin
i =0; en = 1,
repeat (" CNT) begin
@negedge clk) i = ~i;
end
@negedge clk) i = ~i;
repeat (" CNT) begin
@ negedge cl k) en = ~en;
end
@negedge clk) i = ~i;
repeat (" CNT) begin
@ negedge cl k) en = ~en;
end
“ifdef RUN
@negedge cl k) $finish(2);
‘el se
@ negedge cl k) $stop(2);
“endif
end
endnodul e

Figure?7
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“define CNT 1000000

“define cycle 20

“timescale 1ns / 1ns

modul e tb_def param
wire [9:0] y9, y8, y7, y6, y5, y4, y3, y2, yl, y0;

reg i, en, clk;
paranthk i9 (y9, i, en);
def param i 9. Tr _mi n=0 defparam i 9. Tr _typ=1; defparami 9. Tr_max=2;
def param i 9. Tf _nmi n=3; defparami9.Tf_typ=4; defparami 9. Tf _nmax=5;
def param i 9. Tz_ni n=6 defparam i 9. Tz_typ=7; defparami 9. Tz_nmax=8;
paranthk i8 (y8, i, en);
def param i 8. Tr_mi n=0; defparami8.Tr_typ=1; defparami 8. Tr_nmax=2;
def param i 8. Tf _mi n=3; defparami8.Tf_typ=4; defparami 8. Tf _nmax=5;
def param i 8. Tz_mi n=6; defparami8.Tz_typ=7; defparami 8. Tz_nax=8;
paranthk i7 (y7, i, en);
defparam i 7. Tr_mi n=0; defparami7.Tr_typ=1; defparami 7. Tr_nmax=2;
defparam i 7. Tf _mi n=3; defparami7.Tf_typ=4; defparami 7. Tf_nmax=5;
defparami 7. Tz_mi n=6; defparami7.Tz_typ=7; defparami 7. Tz_nax=8;
paranthk i6 (y6, i, en);
def param i 6. Tr_mi n=0; defparami6.Tr_typ=1; defparami 6. Tr_nmax=2;
def param i 6. Tf _mi n=3; defparami6.Tf_typ=4; defparami 6. Tf_nmax=5;
def param i 6. Tz_mi n=6; defparami6.Tz_typ=7; defparami6.Tz_nax=8;
paranthk i5 (y5, i, en);
def param i 5. Tr_mi n=0; defparami5.Tr_typ=1; defparami5. Tr_nmax=2;
def param i 5. Tf _mi n=3; defparami5.Tf_typ=4; defparami5. Tf _nmax=5;
def param i 5. Tz_mi n=6; defparami5.Tz_typ=7; defparami5. Tz_nax=8;
paranthk i4 (y4, i, en);
def parami 4. Tr_mi n=0; defparami4.Tr_typ=1; defparami 4. Tr_nmax=2;
def param i 4. Tf _min=3; defparami4.Tf_typ=4; defparami 4. Tf_nmax=5;
def parami 4. Tz_mi n=6; defparamid4.Tz_typ=7; defparami 4. Tz_nax=8;
paranthk i3 (y3, i, en);
def param i 3. Tr_mi n=0; defparami3.Tr_typ=1; defparami 3. Tr_nmax=2;
def param i 3. Tf _mi n=3; defparami3.Tf_typ=4; defparami 3. Tf _nmax=5;
def param i 3. Tz_mi n=6; defparami3.Tz_typ=7; defparami 3. Tz_nax=8;
paranthk i2 (y2, i, en);
def parami 2. Tr_mi n=0; defparami2.Tr_typ=1; defparami 2. Tr_nmax=2;
def parami 2. Tf _mi n=3; defparami2.Tf_typ=4; defparami 2. Tf _nmax=5;
def parami 2. Tz_mi n=6; defparami2.Tz_typ=7; defparami 2. Tz_nax=8;
paranthk i1 (yl1, i, en);
def parami 1. Tr_min=0; defparamil.Tr_typ=1; defparami 1. Tr_nmax=2;
defparami 1. Tf _min=3; defparamil. Tf_typ=4; defparami 1. Tf_nax=5;
defparami 1. Tz_min=6; defparamil.Tz_typ=7; defparami 1. Tz_nax=8;
paranthk i0 (y0, i, en);
def param i 0. Tr _mi n=0 def param i 0. Tr_typ=1; defparamiO. Tr_max=2;
def param i 0. Tf _mi n=3; defparamiO.Tf_typ=4; defparami 0. Tf _nmax=5;
def param i 0. Tz_ni n=6 def param i 0. Tz_typ=7; defparami 0. Tz_nmax=8;
initial begin

clk = 0;

forever #( cyclel/2) clk = ~clk;
end
initial begin

i =0, en =

repeat (" CNT) @negedge clk) i = ~i

@negedge clk) i = ~i;
repeat (°CNT) @negedge clk) en = ~en;
@negedge clk) i = ~i

repeat (°CNT) @negedge clk) en = ~en;
“ifdef RUN @ negedge clk) $finish(2);
‘el se @ negedge cl k) $stop(2);
“endif
end

endnodul e
Figure8
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“define CNT 1000000
“define cycle 20
“timescale 1ns / 1ns

nmodul e tb_param
wire [9:0] y9, y8,
reg i, en;
cl k;
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initial begin

clk = 0;

forever #( cyclel/2) clk = ~clk;
end

initial begin
i =0, en =1
repeat (" CNT) begin
@negedge clk) i = ~i;
end
@negedge clk) i = ~i;
repeat (" CNT) begin
@ negedge cl k) en
end
@negedge clk) i = ~i;
repeat (" CNT) begin
@ negedge cl k) en
end
“ifdef RUN
@negedge cl k) $finish(2);
‘el se
@ negedge cl k) $stop(2);
“endif
end
endnodul e

1
l
)
=}

1
l
)
=}

, y5, y4, y3, y2, yl1, y0;

(y9, i, en);
(y8, i, en);
(y7, i, en);
(y6, i, en);
(y5, i, en);
(y4, i, en);
(y3, i, en);
(y2, i, en);
(y1, i, en);
(y0, i, en);

Figure9

Sparc5/32MB RAM 491MB Swap Data Structure | Memory Usage | Simulation CPU | CPU Simulation
Solaris version 2.5 (bytes of Percentages Time (in Percentages
Verilog-XL 2.2.1 - Undertow 5.3.3 memory) seconds)
define 162448 100.00% 1436.9 100.00%
paramredef 201236 123.88% 1427.2 99.32%
defparam 220568 135.78% 1420.0 98.82%
Table3
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“define | CNT 10000000
“define cycle 100
“timescale 1ns / 100ps

6. Grouping of Assignments Within

Always Blocks
Question: Is there a penalty for splitting assignments into
multiple always blocks as opposed to grouping the same

modul e Al waysGr oup;
reg cl k;
reg [7:0] a, b, ¢, d, e;

assignments into fewer always blocks? ini } ikal gegi n
clk = 0;
The testcase for this benchmark is a conditionally forever #( cycle) clk = ~clk;
complied set of four assignments in four separate always end
blocks, or the same four assignmentsin a single aways initial begin
block (Figure 10). a = 8 haa
forever @negedge clk) a = ~ a;
6.1 Always Block Grouping Efficiency Summary end
The results in Table 4 show that, four assignments in initial begin

repeat ("I CNT) @ posedge cl k) ;
“ifdef RUN @ posedge clk) $finish(2);
‘el se @ posedge cl k) $stop(2);
“endif
end

four separate always blocks is about 34% slower than
placing the same assignments in a single always block

“ifdef GROUP4 // Group of four always bl ocks
al ways @ posedge cl k) begin
b <= a;
end
al ways
c <=
end
al ways @ posedge
d <= c;
end
al ways
e <=
end

@ posedge cl k) begin
b;

cl k) begin

@ posedge cl k) begin
d;

“else // Four assignments grouped into a
/1 single always bl ock
al ways @ posedge cl k) begin
b <= a;
c <= b;
d <= c;
e <= d;
end
“endif

endnodul e

Figure 10

Sparc5/32MB RAM 491MB Swap Data Structure | Memory Usage | Simulation CPU | CPU Simulation

Solaris version 2.5 (bytes of Percentages Time (in Percentages

Verilog-XL 2.2.1 - Undertow 5.3.3 memory) seconds)

groupl 85712 100.00% 1196.6 100.00%

group4 87544 102.14% 1607.2 134.31%
Table4
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7. Port Connections

Question: Is there a penalty for passing data over module
ports as opposed to passing data by hierarchical
reference?

The ideafor this benchmark came from a paper
presented by Martin Gravenstein[1] of Ford
Microelectronics at the 1994 International Verilog
Conference.

The testcase for this benchmark is a pair of flip-flops.
The first flip-flop has no ports and testbench
communication with this model was conducted by
hierarchical reference. The second flip-flop is a model
with normal port communication with a testbench
(Figure 11).

7.1 Ports/No Ports Efficiency Summary

The resultsin Table 5 show that, communicating with a
four-port model as opposed to referencing the ports
hierarchically required about 46% more simulation time

Model port usage and communication is still
recommended; however, passing monitor data over ports
would be simulation-time expensive. It is better to
reference monitored state and bus data hierarchically

These results also suggest that models with extra levels of
hierarchy will significantly slow down a simulation

“ifdef NOPORTS
nodul e Port Mbdel s;

reg [15: 0] q;
reg [15: 0] d;
reg clk, rstN,

al ways @ posedge cl k or negedge rstN)
if (rstN==20) q <= 0;

el se q <= d;
endnodul e
‘el se

modul e Port Mbdels (g, d, clk, rstN);
out put [15:0] q;
input [15:0] d;
i nput clk, rstN;
reg [15: 0] q;

al ways @ posedge cl k or negedge rstN)
if (rstN==0) q <= 0;

el se q <= d;
endnodul e
“endif
Figure 11
Sparc5/32MB RAM 491MB Swap Data Structure | Memory Usage | Simulation CPU | CPU Simulation
Solaris version 2.5 (bytes of Percentages Time (in Percentages
Verilog-XL 2.2.1 - Undertow 5.3.3 memory) seconds)
NoPorts 90948 100.00% 1343.7 100.00%
Ports 89436 98.34% 1967.4 146.42%
Table5
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8. ‘timescale Efficiencies

Question: Are there any simulator performance penalties
for using a higher precision “timescale during
simulation?

The testcase for this benchmark is a buffer and inverter
with propagation delays that are simulated with a variety
of “timescales (Figure 12).

8.1 ‘timescale Efficiency Summary

Theresultsin Table 6 show that, using a “timescal e of
1ng/1ps requires about 156% more memory and about
99% more time to simulate than the same model using a
timescale of 1ng/1ns.

9. Displaying $time Values

Question: Are there any simulator performance penalties
for displaying different $time valuesto STDOUT during
simulation? Do the $time display format specifiers affect
simulation performance?

The ideafor this benchmark came from a paper
presented by Jay Lawrence[2] of Cadence at the 1995
ICU. The testcase for this benchmark is a set of different
display commands of time values (Figure 13).

9.1 Display $time Efficiency Summary

“define | CNT 10000000
“define cycle 10
“ifdef Time_1ns “timescale 1ns / 1ns
“endif

“ifdef Time_100ps
“endif

“ifdef Time_10ps
“endif

“ifdef Time_1lps
“endif

“timescal e 1ns / 100ps
“tinmescale 1ns / 10ps

“timescale 1ns / 1ps

nmodul e Ti meMbdel ;
reg i
wire [1:2] v;

initial begin

i =0;

forever #( cycle) i = ~i;
end

initial begin

repeat ("I CNT) @ posedge i);
“ifdef RUN @ posedge i) $finish(2)
‘el se @posedge i) $stop(2);
“endif
end

buf #(2.201, 3.667) il (y[1], i);
not #(4.633, 7.499) i2 (y[2], i);

endnodul e

Figure 12

The resultsin Table 7 show that, needless display of
$time values is very costly in simulation time

Sparc5/32MB RAM 491MB Swap

Data Structure

Memory Usage | Simulation CPU | CPU Simulation

Solaris version 2.5 (bytes of Percentages Time (in Percentages
Verilog-XL 2.2.1 - Undertow 5.3.3 memory) seconds)
Time_1ns 83916 100.00% 1395.0 100.00%
Time_100ps 83920 100.00% 1459.4 104.62%
Time_10ps 92620 110.37% 1718.1 123.16%
Time_1ps 214476 255.58% 2777.8 199.13%
Table6
Sparc5/32MB RAM 491MB Swap Data Structure | Memory Usage | Simulation CPU | CPU Simulation
Solaris version 2.5 (bytes of Percentages Time (in Percentages
Verilog-XL 2.2.1 - Undertow 5.3.3 memory) seconds)
No_Display 84784 100.00% 906.6 100.00%
One_Display 84924 100.17% 1297.3 143.10%
Two_Display 85060 100.33% 1646.1 181.57%
Two_Display0 85064 100.33% 1624.5 179.19%
Two_FormatO 85024 100.28% 1348.4 148.73%
Two_RtimeFormatO 85832 101.24% 1328.1 146.49%
Table7
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“define hcycle 12.5
“define | CNT 1000000
“timescale 1ns / 100ps

nmodul e Di spl ayTi me;

reg cl k;
time rc kTime, fCKkTine;
real rReal Ti me, fReal Tine;

initial begin

clk = 0;
forever #( hcycle) clk = ~clk;
end

initial begin

repeat ("I CNT) @ posedge cl k);
“ifdef RUN @ posedge clk) $finish(2);
‘el se @ posedge cl k) $stop(2);
“endif
end

“ifdef NoDisplay // display with no time val ues
al ways @ negedge cl k) begin
fCd KkTinme = $ting;
$di spl ay ("Negedge O k");
end
“endif

“ifdef OneDisplay // display with one tinme val ue
al ways @ negedge cl k) begin
fCd KkTinme = $ting;
$di splay ("Negedge Ck at %", fdC KTine);
end
“endif

“ifdef TwoDisplay // display with two time val ues
al ways @ negedge cl k) begin
fCd KkTinme = $ting;
$di splay ("Posedge Clk at % - Negedge Clk at %", rdKkTine, fdKTine);
end
“endif

“ifdef TwoDisplayO // display with two time val ues
al ways @ negedge cl k) begin
fCd KkTinme = $ting;
$di splay ("Posedge Clk at %9d - Negedge C k at %©d", rdkTine, fdKTine);
end
“endif

“ifdef TwoFormatO // display with two time val ues
al ways @ negedge cl k) begin
fCd KkTinme = $ting;
$di splay ("Posedge Clk at %t - Negedge Clk at 9%Ot", rdKkTine, fdKTine);
end
“endif

“ifdef TwoRti meFormatO // display with two time val ues
initial $timeformat(-9,2,"ns", 15);

al ways @ negedge cl k) begin
fReal Time = $realtine;
$di splay ("Posedge Clk at %t - Negedge Clk at %Ot", rReal Tine, fReal Tine);

end

“endif

“ifdef TwoRti meFormat0 al ways @ posedge clk) rReal Time = $real tinme;

‘el se al ways @ posedge clk) rClkTine = $tine;

“endif
endnodul e

Figure 13
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10. Clock Oscillators

Question: Are there any significant simulator
performance advantages to implementing a clock
oscillator using an always block, forever loop or Verilog
gate primitives?

The testcase for this benchmark are three conditionally
compiled clock oscillator implementations, clocking a
flip-flop model (Figure 14).

10.1 Clock Oscillator Efficiency Summary

The results in Table 8 show that, gate clock oscillators
were about %85% sower than behavioral clock
oscillators.

11. Efficiency - Final Word
Simulation efficiency should not be the only Verilog
coding criteria.

Code readability, smulation accuracy and displaying
timely simulation and diagnostic information might
actually increase design productivity. However, reckless
use of inefficient coding styles when a more efficient
alternative exists is detrimental to simulation
productivity.

Again, these benchmarks were only run on Verilog-XL.
Mileage may vary on other simulators.
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“define | CNT 100_000
“define cycle 100
“timescale 1ns / 1ns

nodul e C ocks;

reg d, rstN;
“ifdef ALWAYS
reg clk; /1 driven by a procedural block
initial clk = 0;
al ways /1 free running behave clk #1
#( cyclel/2) clk = ~clk;
“endif
“ifdef FOREVER
reg clk; /1 driven by a procedural block
initial begin
clk = 0;
forever #( cycle/2) clk = ~clk;
end
“endif
“ifdef GATE // free running clk #3 (gate)
reg start;
wire clk; /1 driven by a gate
initial begin
start = 0; #( cycle/2) start = 1;
end
nand #( cycle/2) (clk, clk, start);
“endif
dff di1 (q, d, clk, rstN);
initial begin

rstN=0; d =1,
@negedge clk) rstN = 1;
repeat ("I CNT) @ posedge cl k);

“ifdef RUN @ posedge clk) $finish(2);
‘el se @ posedge cl k) $stop(2);
“endif

end

Il Veritools Undertow dunmpfile option

“ifdef UT
initial begin
$dunpfil e(dunp.ut); $vtDunpvars;
end
“endif
endnodul e
Figure 14

Sparc5/32MB RAM 491MB Swap Data Structure | Memory Usage | Simulation CPU | CPU Simulation
Solaris version 2.5 (bytes of Percentages Time (in Percentages
Verilog-XL 2.2.1 - Undertow 5.3.3 memory) seconds)
Always 88104 100.00% 1359.2 100.00%
Forever 88168 100.07% 1371.0 100.87%
Gate 88588 100.55% 2562.7 188.54%
AlwaysUT 90368 102.57% 2446.5 180.00%
ForeverUT 90432 102.64% 2481.5 182.57%
GateUT 90696 102.94% 3448.8 253.74%
Table8
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Abstract

This paper details proven RTL coding styles for efficient and synthesizable Finite State Machine (FSM)
design using IEEE-compliant Verilog simulators. Important techniques related to one and two always block
styles to code FSMs with combinational outputs are given to show why using a two always block style is
preferred. An efficient Verilog-unique onehot FSM coding style is also shown. Reasons and techniques for
registering FSM outputs are also detailed. Myths surrounding erroneous state encodings, full-case and
parallel-case usage are also discussed. Compliance and enhancements related to the IEEE 1364-2001
Verilog Standard, the proposed IEEE 1364.1 Verilog Synthesis Interoperability Standard and the proposed
Accellera SystemVerilog Standard are also discussed.

1. Introduction

FSM is an abbreviation for Finite State Machine.

There are many ways to code FSMs including many very poor ways to code FSMs. This paper will
examine some of the most commonly used FSM coding styles, their advantages and disadvantages, and
offer guidelines for doing efficient coding, simulation and synthesis of FSM designs.

This paper will also detail Accellera SystemVerilog enhancements that will facilitate and enhance future
Verilog FSM designs.

In this paper, multiple references are made to combinational always blocks and sequential always blocks.
Combinational always blocks are always blocks that are used to code combinational logic functionality and
are strictly coded using blocking assignments (see Cummings[4]). A combinational always block has a
combinational sensitivity list, a sensitivity list without "posedge" or "negedge” Verilog keywords.

Sequential always blocks are always blocks that are used to code clocked or sequential logic and are always

coded using nonblocking assignments (see Cummings[4]). A sequential always block has an edge-based
sensitivy list.

2. Mealy and Moore FSMs

A common classification used to describe the type of an FSM is Mealy and Moore state machines[9][10].

inputs {Mealy State Machine Only)

combinational
logic

combinational sequential
logic logic

¥

outputs

Present
State
= FF's

state

Figure 1 - Finite State Machine (FSM) block diagram
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A Moore FSM is a state machine where the outputs are only a function of the present state. A Mealy FSM
is a state machine where one or more of the outputs is a function of the present state and one or more of the
inputs. A block diagram for Moore and Mealy FSMs is shown Figure 1.

3. Binary Encoded or Onehot Encoded?

Common classifications used to describe the state encoding of an FSM are Binary (or highly encoded) and
Onehot.

A binary-encoded FSM design only requires as many flip-flops as are needed to uniquely encode the
number of states in the state machine. The actual number of flip-flops required is equal to the ceiling of the
log-base-2 of the number of states in the FSM.

A onehot FSM design requires a flip-flop for each state in the design and only one flip-flop (the flip-flop
representing the current or "hot" state) is set at a time in a onehot FSM design. For a state machine with 9-
16 states, a binary FSM only requires 4 flip-flops while a onehot FSM requires a flip-flop for each state in
the design (9-16 flip-flops).

Binary (Highly Encoded) FSM

010

011 00100
01000

FPGA vendors frequently recommend using a onehot state encoding style because flip-flops are plentiful in
an FPGA and the combinational logic required to implement a onehot FSM design is typically smaller than
most binary encoding styles. Since FPGA performance is typically related to the combinational logic size
of the FPGA design, onehot FSMs typically run faster than a binary encoded FSM with larger
combinational logic blocks[8].

4. FSM Coding Goals

To determine what constitutes an efficient FSM coding style, we first need to identify HDL coding goals
and why they are important. After the HDL coding goals have been identified, we can then quantify the
capabilities of various FSM coding styles.

The author has identified the following HDL coding goals as important when doing HDL-based FSM
design:

e The FSM coding style should be easily modified to change state encodings and FSM styles.

e The coding style should be compact.

e The coding style should be easy to code and understand.
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e The coding style should facilitate debugging.
e The coding style should yield efficient synthesis results.

Three different FSM designs will be examined in this paper. The first is a simple 4-state FSM design
labeled fsm_cc4 with one output. The second is a 10-state FSM design labeled fsm_cc7 with only a few
transition arcs and one output. The third is another 10-state FSM design labeled fsm_cc8 with multiple
transition arcs and three outputs. The coding efforts to create these three designs will prove interesting.

5. Two Always Block FSM Style (Good Style)

One of the best Verilog coding styles is to code the FSM design using two always blocks, one for the
sequential state register and one for the combinational next-state and combinational output logic.

module fsm_cc4 2
(output reg gnt,

Irst_n
input dly, done, req, clk, rst_n); lreq

parameter [1:0] IDLE = 2"b00,
BBUSY = 2"b01,
BWAIT = 2"b10,
BFREE = 2"b11;

reg [1:0] state, next;

always @(posedge clk or negedge rst_n)
if (Irst_n) state <= IDLE;
else state <= next;

always @(state or dly or done or req) begin
next = 2"bx;

gnt = 17b0;
case (state)
IDLE : it (req) next = BBUSY; dly
else next = IDLE;
BBUSY: begin
gnt = 1°b1;
if (done) next = BBUSY;
else if ( dly) next = BWAIT;
else next = BFREE;
end
BWAIT: begin
gnt = 1°bl;
it (idly) next = BFREE;
else next = BWAIT;
end
BFREE: it (req) next = BBUSY;
else next = IDLE;
endcase
end
endmodule

Example 1 - fsm_cc4 design - two always block style - 37 lines of code

5.1 Important coding style notes:

e  Parameters are used to define state encodings instead of the Verilog “define macro definition
construct[3]. After parameter definitions are created, the parameters are used throughout the rest of the
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design, not the state encodings. This means that if an engineer wants to experiment with different state
encodings, only the parameter values need to be modified while the rest of the Verilog code remains
unchanged.

e Declarations are made for state and next (next state) after the parameter assignments.

e The sequential always block is coded using nonblocking assignments.

e The combinational always block sensitivity list is sensitive to changes on the state variable and all of
the inputs referenced in the combinational always block.

e Assignments within the combinational always block are made using Verilog blocking assignments.

e The combinational always block has a default next state assignment at the top of the always block
(see section 5.3 for details about making default-X assignments).

o Default output assignments are made before coding the case statement (this eliminates latches and
reduces the amount of code required to code the rest of the outputs in the case statement and
highlights in the case statement exactly in which states the individual output(s) change).

e In the states where the output assignment is not the default value assigned at the top of the always
block, the output assignment is only made once for each state.

e There is an if-statement, an else-if-statement or an el se statement for each transition arc in the
FSM state diagram. The number of transition arcs between states in the FSM state diagram should
equal the number of i f-else-type statements in the combinational always block.

e For ease of scanning and debug, all of the next assignments have been placed in a single column, as
opposed to finding next assignments following the contour of the RTL code.

5.2 The unfounded fear of transitions to erroneous states

In engineering school, we were all cautioned about "what happens if you FSM gets into an erroneous
state?" In general, this concern is both invalid or poorly developed.

I do not worry about most of my FSM designs going to an erroneous state any more than | worry about any
other register in my design spontaneously changing value. It just does not occur!

There are exceptions, such as satellites (subject to alpha particle bombardment) or medical implants
(subject to radiation and requiring extra robust design), plus other examples. In these situations, one does
have to worry about FSMs going to an erroneous state, but most engineering schools fail to note that
getting back to a known state is typically not good enough! Even though the FSM is now in a known state,
the rest of the hardware is still expecting activity related to another state. It is possible for the design to
lockup waiting for signals that will never arrive because the FSM changed states without resetting the rest
of the design. At the very least, the FSM should transition to an error state that communicates to the rest of
the design that resetting will occur on the next state transition, "get ready!"

5.3 Making default next equal all X's assignment

Placing a default next state assignment on the line immediately following the always block sensitivity list is
a very efficient coding style. This default assignment is updated by next-state assignments inside the case
statement. There are three types of default next-state assignments that are commonly used: (1) next is set to
all X's, (2) next is set to a predetermined recovery state such as IDLE, or (3) next is just set to the value of
the state register.

By making a default next state assignment of X's, pre-synthesis simulation models will cause the state
machine outputs to go unknown if not all state transitions have been explicitly assigned in the case
statement. This is a useful technique to debug state machine designs, plus the X's will be treated as "don't
cares" by the synthesis tool.

Some designs require an assignment to a known state as opposed to assigning X's. Examples include:

satellite applications, medical applications, designs that use the FSM flip-flops as part of a diagnostic scan
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chain and some designs that are equivalence checked with formal verification tools. Making a default next
state assignment of either IDLE or all 0's typically satisfies these design requirements and making the
initial default assignment might be easier than coding all of the explicit next-state transition assignments in

the case statement.

5.4 10-state simple FSM design - two always blocks

Example 2 is the fsm_cc7 design implemented with two always blocks. Using two always blocks, the
fsm_cc7 design requires 50 lines of code (coding requirements are compared in a later section).

module fsm_cc7_2
(output reg vyi,
jmp, go, clk, rst_n);

input

parameter SO

reg [3:

always @(posedge clk or negedge rst_n)

= 4°p0000,
S1 = 4"b0001,
S2 = 47b0oo010,
S3 = 4"b0011,
S4 = 47b0100,
S5 = 4"b0101,
S6 = 47b0110,
S7 = 4"b0111,
S8 = 47b1000,
S9 = 4"b1001;

0] state, next;

if (Irst_n) state <= SO;

else

always @(state or go or jmp) begin

state <= next;

next = 47bx;
yl = 1°b0;
case (state)

SO : if (1go) next
else if (Jmp) next
else next

S1 : if (gmp) next
else next

S2 : next

S3 : begin yl = 1%bl;

it gmp) next
else next
end

S4 - if gmp) next
else next

S5 - if (gmp) next
else next

S6 - if (gmp) next
else next

S7 - if gmp) next
else next

S8 - if (gmp) next
else next

S9 - if (gmp) next
else next

endcase
end
endmodule

SO;
S3;
S1;

52:
S3;

S3;
S4;

S3;
S5;
S3;
S6;
S3;
S7;
S3;
S8;
S3;
S9;
S3;
SO;

Example 2 - fsm_cc7 design - two always block style - 50 lines of code
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5.5 10-state moderately complex FSM design - two always blocks

Example 3 is the fsm_cc8 design implemented with two always blocks. Using two always blocks, the
fsm_cc8 design requires 80 lines of code (coding requirements are compared in a later section).

sk1 & skO & ljmp-- . _

sk & Isk0 & jmp_
limp

module fsm_cc8_ 2
(output reg yl, y2, y3,

input jmp, go, skO, ski, clk, rst_n);
parameter SO = 4"b0000,
S1 = 47b0001,
S2 = 47p0010,
S3 = 47b0011,
S4 = 47p0100,
S5 = 47"pb0101,
S6 = 47b0110,
S7 = 47"b0111,
S8 = 47b1000,
S9 = 4"b1001;

reg [3:0] state, next;

always @(posedge clk or negedge rst_n)
if (Irst_n) state <= SO;
else state <= next;

always @(state or jmp or go or skO or skl) begin
next = 4%bx;

yl = 1°b0;
y2 = 1"b0;
y3 = 17b0;
case (state)
SO : if (1go) next = SO;
else it (gmp) next = S3;
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else next = S1;

S1 : begin
y2 = 1"bl;
it gmp) next = S3;
else next = S2;
end
S2 - it (gmp) next = S3;
else next = S9;
S3 : begin
yl = 1"bl;
y2 = 1%bl;
it (gmp) next = S3;
else next = S4;
end
S4 - iaf amp) next = S3;
else if (skO && !'jmp) next = S6;
else next = S5;
S5 : if amp) next = S3;
else if (Iskl && 'skO && !'jmp) next = S6;
else if (Iskl && skO && !jmp) next = S7;
else if ( skl && 'skO && !jmp) next = S8;
else next = S9;
S6 : begin
yl = 1"bl;
y2 = 1"bl;
y3 = 1"bl;
if amp) next = S3;
else if (go && 'jmp) next = S7;
else next = S6;
end
S7 : begin
y3 = 1"b1;
if (gmp) next = S3;
else next = S8;
end
S8 : begin
y2 = 1"bl;
y3 = 17"b1;
it (gmp) next = S3;
else next = S9;
end
S9 : begin
yl = 1"bl;
y2 = 17"bl;
y3 = 1"bl;
it (gmp) next = S3;
else next = SO;
end
endcase
end
endmodule
Example 3 - fsm_cc8 design - two always block style - 80 lines of code
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6. One Always Block FSM Style (Avoid This Stylel!)

One of the most common FSM coding styles in use today is the one sequential always block FSM coding
style. This coding style is very similar to coding styles that were popularized by PLD programming
languages of the mid-1980s, such as ABEL. For most FSM designs, the one always block FSM coding
style is more verbose, more confusing and more error prone than a comparable two always block coding
style.

Reconsider the fsm_cc4 design shown in section 5.
module fsm_cc4 1

(output reg gnt,
input dly, done, req, clk, rst_n);

parameter [1:0] IDLE = 2°dO,
BBUSY = 2°d1,
BWAIT = 27d2,
BFREE = 2°d3;

reg [1:0] state;

always @(posedge clk or negedge rst_n)
it (Irst_n) begin
state <= IDLE;
gnt <= 1%"b0;
end
else begin
state <= 2"bx;
gnt <= 17b0;

case (state) dly
IDLE : if (req) begin
state <= BBUSY;
gnt <= 1°bl;
end
else state <= IDLE;
BBUSY: if (!done) begin
state <= BBUSY;
gnt <= 1°bl;
end
else if ( dly) begin
state <= BWAIT;
gnt <= 1°bl;
end
else state <= BFREE;
BWAIT: if ( dly) begin
state <= BWAIT;
gnt <= 1"b1;
end
else state <= BFREE;
BFREE: if (req) begin
state <= BBUSY;
gnt <= 1"b1;
end
else state <= IDLE;
endcase
end
endmodule
Example 4 - fsm_cc4 design - one always block style - 47 lines of code
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6.1 Important coding style notes:

e Parameters are used to define state encodings, the same as the two always block coding style.

e A declaration is made for state. Not for next.

e There is just one sequential always block, coded using nonblocking assignments.

e The there is still a default state assignment before the case statement, then the case statement tests
the state variable. Will this be a problem? No, because the default state assignment is made with a
nonblocking assignment, so the update to the state variable will happen at the end of the simulation
time step.

e Default output assignments are made before coding the case statement (this reduces the amount of
code required to code the rest of the outputs in the case statement).

e A state assignment must be made for each transition arc that transitions to a state where the output
will be different than the default assigned value. For multiple outputs and for multiple transition arcs
into a state where the outputs change, multiple state assignments will be required.

e The state assignments do not correspond to the current state of the case statement, but the state
that case statement is transitioning to. This is error prone (but it does work if coded correctly).

e Again, for ease of scanning and debug, the all of the state assignments have been placed in a single
column, as opposed to finding state assignments following the contour of the RTL code.

o All outputs will be registered (unless the outputs are placed into a separate combinational always block
or assigned using continuous assignments). No asynchronous Mealy outputs can be generated from a
single synchronous always block.

o Note: some misinformed engineers fear that making multiple assignments to the same variable, in the
same always block, using nonblocking assignments, is undefined and can cause race conditions. This is
not true. Making multiple nonblocking assignments to the same variable in the same always block is
defined by the Verilog Standard. The last nonblocking assignment to the same variable wins! (See
reference [5] for details).

6.2 10-state simple FSM design - one always blocks

Example 5 is the fsm_cc7 design implemented with one always blocks. Using one always blocks, the
fsm_cc7 design requires 79 lines of code (coding requirements are compared in a later section).

module fsm_cc7_1
(output reg y1,

input jmp, go, clk, rst_n);
parameter SO = 4"b0000,
S1 = 4"b0001,
S2 = 47b0010,
S3 = 4"b0011,
S4 = 47b0100,
S5 = 4"b0101,
S6 = 47b0110,
S7 = 47b0111,
S8 = 47b1000, imp
S9 = 4"b1001;

reg [3:0] state;

always @(posedge clk or negedge rst_n)
if (Irst_n) begin
state <= SO;
yl <= 1"b0;
end
else begin
yl <= 1"b0;
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state <
case (s
SO :

S1 :

S2 :

S3 :

S4 -

S5 :

S6 :

S7 :

S8 :

S9 :

endcase
end
endmodule

= 4%bx;
tate)
if (1go) state
else if (Jmp) begin
yl <= 1%b1;
state
end
else state
it (gmp) begin
yl <= 1%b1;
state
end
else state
begin
yl <= 17"b1;
state
end
it (gmp) begin
yl <= 1%bl;
state
end
else state
if (gmp) begin
yl <= 1%b1;
state
end
else state
if (gmp) begin
yl <= 1%bh1;
state
end
else state
it (gmp) begin
yl <= 1%bl;
state
end
else state
it (gmp) begin
yl <= 17b1;
state
end
else state
it (gmp) begin
yl <= 17"b1;
state
end
else state
if (gmp) begin
yl <= 17"b1;
state
end
else state

SO;

S3;

S1;

S3;

S2;

S3;

S3;

S4;

S3;

S5;

S3;

S6;

S3;

S7;

S3;

S8;

S3;

S9;

S3;

SO;

Example 5 - fsm_cc7 design - one always block style - 79 lines of code
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6.3 10-state moderately complex FSM design - one always blocks

Example 6 is the fsm_cc8 design implemented with one always blocks. Using one always blocks, the
fsm_cc8 design requires 146 lines of code (coding requirements are compared in a later section).

Irst_n &

S0 |
y3=0y2=0y1=0 ) 90 & jmp

sk1 & skO & ljmp--

sk & Isk0 & jmp_

Isk1 & sk0 & fjmp ------=%------=---=-=

Igo & limp

Isk1 & Isk0 & limp

module fsm_cc8_1
(output reg yl, y2, y3,

input jmp, go, skO, ski, clk, rst_n);
parameter SO = 4"b0000,
S1 = 47b0001,
S2 = 47p0010,
S3 = 47b0011,
S4 = 47p0100,
S5 = 47"pb0101,
S6 = 47b0110,
S7 = 47"b0111,
S8 = 47b1000,
S9 = 4"b1001;

reg [3:0] state;

always @(posedge clk or negedge rst_n)
if (Irst_n) begin
state <= SO;

yl

y2

y3
end
else

yl
y2
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<= 1"b0;

begin

<= 1"b0;
<= 1"b0;

state <= 4"bx;

12 Fundamentals of Efficient Synthesizable FSM
Design using NC-Verilog and BuildGates



y3 <= 1"b0;
case (state)

SO :

S1 :

S2 :

S3 :

S4 -

if (1go) state <= S0;
else if (Jmp) begin
state <= S3;
yl <= 1%bh1;
y2 <= 17"b1;

else begin
state <= S1;
y2 <= 17"b1;

it (gmp) begin
state <= S3;
yl <= 17"b1;
y2 <= 1%b1;
end
else
it (gmp) begin
state <= S3;

state <= S2;

yl <= 1%b1;
y2 <= 1%b1;
end
else begin
state <= S9;
yl <= 1%"b1;
y2 <= 1%bh1;
y3 <= 17"b1;

if (gmp) begin
state <= S3;
yl <= 1"b1;
y2 <= 1%b1;
end
else

it (gmp) begin

state <= S4;

yl <=
y2 <=

else i1f
yl <=

y2 <=
y3 <=

state <= S3;
1%b1;
1"bl;

(skO && 'jmp) begin
state <= S6;

1°b1;

1%b1;

1%b1;

state <= Sb5;
S5 : if (gmp) begin
state <= S3;
yl <= 1"b1;
y2 <= 1"b1;

else if (Iskl && !'sk0 && !'jmp) begin
state <= S6;
yl <= 1"b1;
y2 <= 1%bh1;
y3 <= 17"b1;

else if (Iskl && skO && !jmp) begin
state <= S7;
y3 <= 17"b1;
else it (skl && Isk0 && !jmp) begin
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state <= S8;

y2 <= 1%bh1;
y3 <= 1%b1;
end

else begin
state <= S9;

yl <= 17"b1;

y2 <= 1%b1;

y3 <= 17"b1;
end

S6 - if (gmp) begin
state <= S3;

yl <= 17"b1;
y2 <= 1%b1;
end

else if (go && !'jmp) begin
state <= S7;
1°b1;

<
w
N
1

else begin
state <= S6;

yl <= 1%b1;

y2 <= 1%bh1;

y3 <= 1%b1;
end

S7 - if (gmp) begin
state <= S3;

yl <= 17"b1;
y2 <= 1%bh1;
end

else begin
state <= S8;

y2 <= 1%b1;
y3 <= 1%bl;
end

S8 : if (gmp) begin
state <= S3;

yl <= 1%bl;
y2 <= 1%b1;
end

else begin
state <= S9;

yl <= 17b1;

y2 <= 17"b1;

y3 <= 17"b1;
end

S9 - if (gmp) begin
state <= S3;

yl <= 17"b1;
y2 <= 1%bh1;
end
else state <= SO;
endcase
end
endmodule

Example 6 - fsm_cc8 design - one always block style - 146 lines of code
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7. Onehot FSM Coding Style (Good Style)

Efficient (small and fast) onehot state machines can be coded using an inverse case statement; a case
statement where each case item is an expression that evaluates to true or false.

Reconsider the fsm_cc4 design shown in section 5. Eight coding modifications must be made to the two
always block coding style of section 5 to implement the efficient onehot FSM coding style.

The key to understanding the changes is to realize that the parameters no longer represent state
encodings, they now represent an index into the state vector, and comparisons and assignments are now
being made to single bits in either the state or next-state vectors. Notice how the case statement is now
doing a 1-bit comparison against the onehot state bit.

Index into the state register,

module fsm cc4 T
- P not state encodinas

(output reg gnt,
input dly, done, req, clk, rst_n);

Irst_n l
-‘.ll'!req

parameter [3:0] IDLE = O,

BBUSY = 1,

Onehot requires larger BWAIT = 2:
declarations BFREE = 3;

réak[3:0] state, next;

always @(posedge clk or negedge rst_n)
if (Irst_n) begin

state <= 47pb0;
state[IDLE] <= 1°bl; 4y
end Reset modification

else state <= next;

always @(state or dly or done or req) begin

= 4°10: < di
next = 4.b0: Must make all-0's assignment y
gnt = 1°b0;
case (I'b1) [P case (1"bl) // ambit synthesis case = full, parallel € Add"full" & "parallel" case
state[IDLE] : it (req) next[BBUSY] = 1"b1l;
else next[IDLE] = 1%bl;
state[BBUSY]: begin
gnt = 1"b1;
if (ldone) next[BBUSY] = 1°b1l;
state[current_state] else if ( dly) next[BWAIT] = 1%b1;
case items else next[BFREE] = 1"b1;
end —
state[BWAIT]: begin Only update the
gnt = 1°b1; nextlnext statel bit
it (1dly) next[BFREE] = 1°b1; &
else next[BWAIT] = 1"bl;
end
state[BFREE]: begin
it (req) next[BBUSY] = 1°bl;
else next[IDLE] = 1%bl;
end
endcase
end
endmodule
Example 7 - fsm_cc4 design - case (1'b1) onehot style - 42 lines of code
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7.1 10-state simple FSM design - case (1'b1) onehot coding style

Example 8 is the fsm_cc7 design implemented with the case (1'b1) onehot coding style. Using this style,
the fsm_cc7 design requires 53 lines of code (coding requirements are compared in a later section).

module fsm_cc7_onehot_fp
(output reg y1i,

input jmp, go, clk, rst_n);
parameter SO = 0,
S1 =1,
S2 =2,
S3 =3,
S4 =4,
S5 =5,
S6 = 6,
s7 =17,
S8 =8,
S9 =9;

reg [9:0] state, next;

always @(posedge clk or negedge rst_n)
if (Irst_n) begin

state <= 0;
state[S0] <= 1°bl;
end
else state <= next;

always @(state or go or jmp) begin
next = 10"b0;

yl = 1°b0;
case (1"bl) // ambit synthesis case = full, parallel
state[SO] : if (1go) next[S0]=1"b1;
else if (gmp) next[S3]=1"bl;
else next[S1]=1"bl;
state[S1] : if (gmp) next[S3]=1"b1;
else next[S2]=1"b1;
state[S2] : next[S3]=1"b1;

state[S3] : begin yl = 1"b1;
it gmp) next[S3]=1"b1l;

else next[S4]=1"b1l;

end
state[S4] : if (Gmp) next[S3]=1"b1l;
else next[S5]=1"b1;
state[S5] : if (mp) next[S3]=1"bl;
else next[S6]=1"b1;
state[S6] : if (gmp) next[S3]=1"b1;
else next[S7]=1"b1;
state[S7] : if (gmp) next[S3]=1"b1;
else next[S8]=1"b1;
state[S8] : if (gmp) next[S3]=1"b1;
else next[S9]=1"b1;
state[S9] : if (gmp) next[S3]=1"b1;
else next[SO0]=1"b1;

endcase
end
endmodule

Example 8 - fsm_cc7 design - case (1'b1) onehot style - 53 lines of code
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7.2 10-state moderately complex FSM design - case (1'b1) onehot coding style

Example 9 is the fsm_cc8 design implemented with the case (1'b1) onehot coding style. Using this style,
the fsm_cc8 design requires 86 lines of code (coding requirements are compared in a later section).

Irst_n &

S0 ,
y3=0y2=0y1=0 ) 90 & jmp

sk1 & skO & ljmp--

sk & Isk0 & ljmp_

Isk1 & skO & ljimp --------%--------------
skO & limp

Igo & ljmp

Isk1 & IskO & limp

module fsm_cc8_onehot_fp
(output reg yl, y2, y3,
input jmp, go, skO, ski, clk, rst_n);

parameter SO
S1
S2

OCO~NOOUOPAWNEO

wn
(4]
T I T | T | O T T VR 1|

reg [9:0] state, next;

always @(posedge clk or negedge rst_n)
if (Irst_n) begin

state <= 0;
state[SO0] <= 1"b1l;
end
else state <= next;

always @(state or jmp or go or skO or skl) begin

next = 0;
case (1"bl) // ambit synthesis case = full, parallel
state[SO] : if (1go) next[S0]=1"b1;
else it (gmp) next[S3]=1"b1;
else next[S1]=1"b1;
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state[S1] : if (gmp) next[S3]=1"b1;

else next[S2]=1"b1;
state[S2] : if (gmp) next[S3]=1"b1;
else next[S9]=1"b1;
state[S3] : if (gmp) next[S3]=1"b1;
else next[S4]=1"b1;
state[S4] : if amp) next[S3]=1"b1;
else if (skO && 1jmp) next[S6]=1"bl;
else next[S5]=1"b1;
state[S5] : if amp) next[S3]=1"b1;
else if (Iskl && !'skO && !'jmp) next[S6]=1"b1l;
else 1If (Iskl && skO && 'jmp) next[S7]=1"b1l;
else iIf ( skl && !'skO && !'jmp) next[S8]=1"b1l;
else next[S9]=1"b1;
state[S6] : if amp) next[S3]=1"b1;
else if (go && 'jmp) next[S7]=1"b1;
else next[S6]=1"bl;
state[S7] : if (gmp) next[S3]=1"b1;
else next[S8]=1"bl;
state[S8] : if (gmp) next[S3]=1"b1;
else next[S9]=1"b1;
state[S9] : if (gmp) next[S3]=1"b1;
else next[S0]=1"b1;
endcase
end

always @(posedge clk or negedge rst_n)
if (Irst_n) begin

yl <= 1"b0;
y2 <= 1"b0;
y3 <= 1"h0;

end

else begin
yl <= 17"b0;
y2 <= 1"b0;
y3 <= 17"b0;

case (1"bl)
next[S0], next[S2], next[S4], next[S5] : ; // default outputs

next[S7] : y3 <= 17b1;
next[S1] : y2 <= 1%bl;
next[S3] : begin
yl <= 1%bl;
y2 <= 1%b1;
end
next[S8] : begin
y2 <= 1%bh1;
y3 <= 17"b1;
end
next[S6], next[S9] : begin
yl <= 1"bh1;
y2 <= 1"b1;
y3 <= 1"bh1;
end
endcase
end
endmodule

Example 9 - fsm_cc8 design - case (1'b1) onehot style - 86 lines of code

This is the only coding style where | recommend using full_case and parallel_case statements. The parallel
case statement tells the synthesis tool to not build a priority encoder even though in theory, more than one
of the state bits could be set (as engineers, we know that this is a onehot FSM and that only one bit can be
set so no priority encoder is required). The value of the full_case statement is still in question.
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8. Registered FSM Outputs (Good Style)

Registering the outputs of an FSM design insures that the outputs are glitch-free and frequently improves
synthesis results by standardizing the output and input delay constraints of synthesized modules (see
reference [1] for more information).

FSM outputs are easily registered by adding a third always sequential block to an FSM module where
output assignments are generated in a case statement with case items corresponding to the next state that
will be active when the output is clocked.

module fsm_cc4_2r
(output reg gnt,

_ Irst_n
input dly, done, req, clk, rst_n); - ’
req

parameter [1:0] IDLE = 2"b00,
BBUSY = 2"b01,
BWAIT = 2"bl0,
BFREE = 2"b11;

reg [1:0] state, next;

always @(posedge clk or negedge rst_n)
if (Irst_n) state <= IDLE;
else state <= next;

always @(state or dly or done or req) begin
next = 2"bx;
case (state)

IDLE : if (req) next = BBUSY;
else next = IDLE; dly
BBUSY: if (!done) next = BBUSY;
else if ( dly) next = BWAIT;
else next = BFREE;
BWAIT: if (ldly) next = BFREE;
else next = BWAIT;
BFREE: if (req) next = BBUSY;
else next = IDLE;
endcase

end

always @(posedge clk or negedge rst_n)
if (Irst_n) gnt <= 17b0;
else begin
gnt <= 17b0;
case (next)
IDLE, BFREE: ; // default outputs
BBUSY, BWAIT: gnt <= 1"bl;
endcase
end
endmodule

Example 10 - fsm_cc4 design - three always blocks w/registered outputs - 40 lines of code
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8.1 10-state simple FSM design - three always blocks - registered outputs

Example 11 is the fsm_cc7 design with registered outputs implemented with three always blocks. Using
three always blocks, the fsm_cc7 design requires 60 lines of code (coding requirements are compared in a
later section).

module fsm_cc7_3r
(output reg vy1i,

input jmp, go, clk, rst_n);
parameter SO = 4"b0000,
S1 = 47b0001,
S2 = 4"b0oo10,
S3 = 47b0011,
S4 = 4"b0100,
S5 = 47b0101,
S6 = 4"b0110,
S7 = 47b0111,
S8 = 4"b1000,
S9 = 4"b1001;

reg [3:0] state, next;

always @(posedge clk or negedge rst_n)
if (Irst_n) state <= SO;
else state <= next;

always @(state or go or jmp) begin
next = 4%bx;

yl = 1"b0;
case (state)

SO : if (1go) next = SO;
else if (gmp) next = S3;
else next = S1;

S1 : if (gmp) next = S3;
else next = S2;

S2 : next = S3;

S3 : begin yl = 17b1;

it (gmp) next = S3;
else next = S4;
end

S4 : if (gmp) next = S3;
else next = S5;

S5 - if (mp) next = S3;
else next = S6;

S6 - if (gmp) next = S3;
else next = S7;

S7 - if (mp) next = S3;
else next = S8;

S8 - if (gmp) next = S3;
else next = S9;

S9 - if (gmp) next = S3;
else next = SO;

endcase
end

always @(posedge clk or negedge rst_n)
if (Irst_n) yl <= 17b0;
else begin
yl <= 17°b0;
case (state)
so, S1, s2, sS4, S5, S6, S7, S8, S9:; // default
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S3 - yl <= 1"b1;
endcase
end
endmodule

Example 11 - fsm_cc7 design - three always blocks w/registered outputs - 60 lines of code

8.2 10-state moderately complex FSM design - three always blocks - registered
outputs

Example 12 is the fsm_cc8 design with registered outputs implemented with three always blocks. Using
three always blocks, the fsm_cc8 design requires 83 lines of code (coding requirements are compared in a
later section).

Irst_n &

S0 |
y3=0y2=0y1=0 ) 90 & limp

Isk1 & sk0 & ljimp ----—-—---%----"---------
go & limp

------- sk0 & ljmp
Igo & limp
Isk1 & Isk0 & ljmp
module fsm cc8 3r
(output reg yl, y2, y3,
input jmp, go, skO, ski, clk, rst_n);

parameter SO = 4"b0000,
S1 = 4"b0001,
S2 = 47b0010,
S3 = 47b0011,
S4 = 47b0100,
S5 = 4"b0101,
S6 = 4"b0110,
S7 = 4"b0111,
S8 = 4"b1000,
S9 = 4"b1001;

reg [3:0] state, next;

always @(posedge clk or negedge rst_n)

if (Irst_n) state <= SO;
else state <= next;
always @(state or jmp or go or skO or skl) begin
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next =

case (s
SO :
S1 :
S2 :
S3 :

S4 -

S5 :

S6 :

S7 :
S8 :
S9 :

endcase
end

4"bx;
tate)

if

else if
else

it (gmp)
else

it gmp)
else

it gmp)
else

if

else if
else

if

else if
else if
else if
else

if

else if
else

it (gmp)
else

it gmp)
else

it (gmp)

else

(190)
Gmp)

amp)
(skO && 'jmp)

amp)

(Iskl && 1sk0 && !'jmp)
(Iskl && skO && 'jmp)
( skl && 1!sk0 && !'jmp)

amp)
(go && 1jmp)

always @(posedge clk or negedge rst_n)
if (Irst_n) begin

yl <=
y2 <=
y3 <=

else be
yl <=
y2 <=
y3 <=
case

SO0, S2, S4, S5 :

S7
S1
S3

S8

S6,

endcase
end
endmodule

1"b0;
1°b0;
1"b0;

gin
1°b0;
1"b0;
1°b0;

(next)

S9

y3 <= 1%bl;
y2 <= 1"b1;
: begin
yl <= 17"b1;
y2 <= 1%bh1;
end
: begin
y2 <= 17"b1;
y3 <= 1"bh1;
end
: begin
yl <= 1"b1;
y2 <= 1%bh1;
y3 <= 17"b1;
end

next = SO;
next = S3;
next = S1;
next = S3;
next = S2;
next = S3;
next = S9;
next = S3;
next = S4;
next = S3;
next = S6;
next = S5;
next = S3;
next = S6;
next = S7;
next = S8;
next = S9;
next = S3;
next = S7;
next = S6;
next = S3;
next = S8;
next = S3;
next = S9;
next = S3;
next = SO;

; // default outputs

Example 12 - fsm_cc8 design - three always blocks w/registered outputs - 83 lines of code
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9. Comparing RTL Coding Efforts

In the preceding sections, three different FSM designs were coded four different ways: (1) two always
block coding style, (2) one always block coding style, (3) onehot, two always block coding style, and (4)
three always block coding style with registered outputs.

Three always
Two always block | ON€ lways block | OnENot W0 | 501 coding style
coding style 1§§dég§/5fy'e a V\(/ja}ys Of w/ registered
(12%-83% larger) coding style outputs
fsm_cc4 . 47 lines of code : .
(4 states, simple) 37 lines of code (129%-27% larger) 42 lines of code 40 lines of code
fsm_cc7 . 79 lines of code : .
(10 states, simple) 50 lines of code (329-58% larger) 53 lines of code 60 lines of code
fsm_cc8 146 lines of code
(10 states, moderate 80 lines of code : 86 lines of code 83 lines of code
70%-83% |
complexity) (70%-83% larger)

Table 1 - Lines of RTL code required for different FSM coding styles

From Table 1, we see that the one always block FSM coding style is the least efficient coding style with
respect to the amount of RTL code required to render an equivalent design. In fact, the more outputs that an
FSM design has and the more transition arcs in the FSM state diagram, and thus the faster the one always
block coding style increases in size over comparable FSM coding styles.

If you are a contractor or are paid by the line-of-code, clearly, the one always block FSM coding style
should be your preferred style. If you are trying to complete a project on time and code the design in a
concise manner, the one always block coding style should be avoided.

10.Synthesis Results
Synthesis results were not complete by the time the paper was submitted for publication.
11.Running Cadence BuildGates

ac_shell (for command-line mode)
ac_shell -gui & (for GUI mode with process running in background)

12.Verilog-2001 Enhancements

As of this writing, the Cadence Verilog simulators do not support many (if any) of the new Verilog-2001
enhancements. All of the preceding examples were coded with Verilog-2001 enhanced and concise ANSI-
style module headers. In reality, to make the designs work with the Cadence Verilog simulators, | had to
also code Verilog-1995 style module headers and select the appropriate header using macro definitions. To
ease the task, | have created two aliases for 1995-style Verilog simulations.

alias ncverilog95 "ncverilog +define+V95"
alias verilog95 "verilog +define+V95"
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12.1 ANSI-Style port declarations

ANSI-style port declarations are a nice enhancement to Verilog-2001 but they are not yet supported by
version 3.4 of NC-Verilog or Verilog-XL, but they are reported to work with BuildGates. This
enhancement permits module headers to be declared in a much more concise manner over traditional
Verilog-1995 coding requirements.

Verilog-1995 required each module port be declared two or three times. Verilog-1995 required that (1) the
module ports be listed in the module header, (2) the module port directions be declared, and (3) for reg-
variable output ports, the port data type was also required.

Verilog-2001 combined all of this information into single module port declarations, significantly reducing
the verbosity and redundancy of Verilog module headers. Of the major Verilog vendors, only the Cadence
Verilog simulators do not support this Verilog-2001 feature. This means that users who want to take
advantage of this feature and who use simulators from multiple vendors, including Cadence, must code
both styles of module headers using “ifdef statements to select the appropriate module header style.

| prefer the following coding style to support retro-style Verilog simulators:

Tifdef V95

// Verilog-1995 old-style, verbose module headers
“else

// Verilog-2001 new-style, efficient module headers
“endif

The following example is from the actual fsm_cc4 1.v file used to test one always block FSM coding
styles in this paper.

Tifdef V95
module fsm_cc4_1 (gnt, dly, done, req, clk, rst_n);
output gnt;
input dly, done, req;
input clk, rst_n;
reg gnt;
“else
module fsm_cc4 1
(output reg gnt,
input dly, done, req, clk, rst_n);
“endif

It should be noted that this is an easy enhancement to implement, significantly improves the coding
efficiency of module headers and that some major Verilog vendors have supported this enhanced coding
style for more than a year at the time this paper was written. The author strongly encourages Cadence
simulator developers to quickly adopt this Verilog-2001 enhancement to ease the Verilog coding burden for
Cadence tool users.

12.2 @* Combinational sensitivity list

Verilog-2001 added the much-heralded @* combinational sensitivity list token. Although the
combinational sensitivy list could be written using any of the following styles:

always @*
always @(*)
always @C * )
always @ ( * )
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or any other combination of the characters @ ( * ) with or without white space, the author prefers the first
and most abbreviated style. To the author, "always @*" clearly denotes that a combinational block of logic
follows.

The Verilog-2001 "always @*" coding style has a number of important advantages over the more
cumbersome Verilog-1995 combinational sensitivity list coding style:

e Reduces coding errors - the code informs the simulator that the intended implementation is
combinational logic, so the simulator will automatically add and remove signals from the sensitivity
list as RTL code is added or deleted from the combinational always block. The RTL coder is no longer
burdened with manually insuring that all of the necessary signals are present in the sensitivity list. This
will reduce coding errors that do not show up until a synthesis tool or linting tool reports errors in the
sensitivity list. The basic intent of this enhancement is to inform the simulator, "if the synthesis tool
wants the signals, so do we!"

e Abbreviated syntax - large combinational blocks often meant multiple lines of redundant signal
naming in a sensitivity list. The redundancy served no appreciable purpose and users will gladly adopt
the more concise and abbreviated @* syntax.

e Clear intent - an always @* procedural block informs the code-reviewer that this block is intended to
behave like, and synthesize to, combinational logic.

13.SystemVerilog Enhancements

In June of 2002, Accellera released the SystemVerilog 3.0 language specification, a superset of Verilog-
2001 with many nice enhancements for modeling, synthesis and verification. The basis for the
SystemVerilog language comes from a donation by CoDesign Automation of significant portions of their
Superlog language.

Key functionality that has been added to the Accellera SystemVerilog 3.0 Specification to support FSM
design includes:

Enumerated types - Why do engineers want to use enumerated types? (1) Enumerated types permit
abstract state declaration without defining the state encodings, and (2) enumerated types can typically be
easily displayed in a waveform viewer permitting faster design debug. Enumerated types allow abstract
state definitions without required state encoding assignments. Users also wanted the ability to assign state
encodings to control implementation details such as output encoded FSM designs with simple registered
outputs.

One short coming of traditional enumerated types was the inability to make X-state assignments. As
discussed earlier in this paper, X-state assignments are important to simulation debug and synthesis
optimization. SystemVerilog enumerated types will permit data type declaration, making it possible to
declare enumerated types with an all-X's definitions.

Other SystemVerilog proposals under consideration for FSM enhancement include:
Different enumerated styles - the ability to declare different enumerated styles, such as enum_onehot, to
make experimentation with different encoding styles easier to do. Currently, when changing from a binary

encoding to an efficient onehot encoding style, 8 different code changes must be made in the FSM module.
Wouldn't it be nice if the syntax permitted easier handling of FSM styles without manual intervention.

Transition statement and ->> next state transition operator -
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These enhancements were removed from the SystemVerilog 3.0 Standard only because their definition was
not fully elaborated and understood. Some people like the idea of a next-state transition operator that
closely corresponds to the transition arcs that are shown on an FSM state diagram.

The infinitely abusable "'goto™ statement - Concern about a "goto" statement that could "cause spaghetti-
code" could be avoided by limiting a goto-transition to a label within the same procedural block. Implicit
FSM coding styles are much cleaner with a goto statement. A goto statement combined with a carefully
crafted disable statement makes reset handling easier to do. A goto statement alleviates the problem of
multiple transition arcs within a traditional implicit FSM design. Goto is just a proposal and may not pass.

14.Conclusions

There are many ways to code FSM designs. There are many inefficient ways to code FSM designs!

Use parameters to define state encodings. Parameters are constants that are local to a module. After
defining the state encodings at the top of the FSM module, never use the state encodings again in the RTL
code. This makes it possible to easily change the state encodings in just one place, the parameter
definitions, without having to touch the rest of the FSM RTL code. This makes state-encoding-
experimentation easy to do.

Use a two always block coding style to code FSM designs with combinational outputs. This style is
efficient and easy to code and can also easily handle Mealy FSM designs.

Use a three always block coding style to code FSM designs with registered outputs. This style is efficient
and easy to code. Note, another recommended coding style for FSM designs with registered outputs is the
"output encoded"” FSM coding style (see reference [1] for more information on this coding style).

Avoid the one always block FSM coding style. It is generally more verbose than an equivalent two always
block coding style, output assignments are more error prone to coding mistakes and one cannot code
asynchronous Mealy outputs without making the output assignments with separate continuous assign
statements.
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Abstract

This paper details proven RTL coding styles for efficient and synthesizable Finite State Machine (FSM)
design using |EEE-compliant Verilog simulators. Important techniques related to one and two always block
styles to code FSMs with combinational outputs are given to show why using atwo aways block styleis
preferred. An efficient Verilog-unique onehot FSM coding style is aso shown. Reasons and techniques for
registering FSM outputs are a so detailed. Myths surrounding erroneous state encodings, full-case and
parallel-case usage are a so discussed. Compliance and enhancements related to the IEEE 1364-2001
Verilog Standard, the proposed |EEE 1364.1 Verilog Synthesis I nteroperability Standard and the proposed
Accellera SystemVerilog Standard are also discussed.

1. Introduction

FSM is an abbreviation for Finite Sate Machine.

There are many ways to code FSMs including many very poor ways to code FSMs. This paper will
examine some of the most commonly used FSM coding styles, their advantages and disadvantages, and
offer guidelines for doing efficient coding, simulation and synthesis of FSM designs.

This paper will also detail Accellera SystemV erilog enhancements that will facilitate and enhance future
Verilog FSM designs.

In this paper, multiple references are made to combinational always blocks and sequential always blocks.
Combinational always blocks are always blocks that are used to code combinational logic functionality and
are strictly coded using blocking assignments (see Cummings[4]). A combinational always block has a
combinational sensitivity list, a sensitivity list without "posedge” or "negedge” Verilog keywords.

Sequential always blocks are always blocks that are used to code clocked or sequentia logic and are always
coded using nonblocking assignments (see Cummings[4]). A sequential always block has an edge-based
sensitivy list.

2. Mealy and Moore FSMs

A common classification used to describe the type of an FSM is Mealy and Moore state machineg 9][10].

inputs (Mealy State Machine Only)

combinational
logic

combinational sequential
logic logic

AJ

outputs

Present
State
FF's

state

Figurel - Finite State Machine (FSM) block diagram
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A Moore FSM is a state machine where the outputs are only a function of the present state. A Mealy FSM
is a state machine where one or more of the outputs is a function of the present state and one or more of the
inputs. A block diagram for Moore and Mealy FSMs is shown Figure 1.

3. Binary Encoded or Onehot Encoded?

Common classifications used to describe the state encoding of an FSM are Binary (or highly encoded) and
Onehot.

A binary-encoded FSM design only requires as many flip-flops as are needed to uniquely encode the
number of statesin the state machine. The actual number of flip-flops required is equal to the ceiling of the
log-base-2 of the number of statesin the FSM.

A onehot FSM design requires a flip-flop for each state in the design and only one flip-flop (the flip-flop
representing the current or "hot" state) is set at atime in aonehot FSM design. For a state machine with 9-
16 states, abinary FSM only requires 4 flip-flops while a onehot FSM requires aflip-flop for each state in
the design (9-16 flip-flops).

Binary (Highly Encoded) FSM

FPGA vendors frequently recommend using a onehot state encoding style because flip-flops are plentiful in
an FPGA and the combinational logic required to implement a onehot FSM design is typically smaller than
most binary encoding styles. Since FPGA performance istypically related to the combinational logic size
of the FPGA design, onehot FSMs typically run faster than a binary encoded FSM with larger
combinational logic blockg[8].

4. FSM Coding Goals

To determine what constitutes an efficient FSM coding style, we first need to identify HDL coding goals
and why they are important. After the HDL coding goals have been identified, we can then quantify the
capabilities of various FSM coding styles.

The author has identified the following HDL coding goals as important when doing HDL -based FSM
design:

The FSM coding style should be easily modified to change state encodings and FSM styles.

The coding style should be compact.

The coding style should be easy to code and understand.
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The coding style should facilitate debugging.
The coding style should yield efficient synthesis results.

Three different FSM designs will be examined in this paper. Thefirst is a simple 4-state FSM design
labeled fsm_cc4 with one output. The second is a 10-state FSM design labeled fsm_cc7 with only afew
transition arcs and one output. The third is another 10-state FSM design labeled fsm_cc8 with multiple
transition arcs and three outputs. The coding efforts to create these three designs will prove interesting.

5. Two Always Block FSM Style (Good Style)

One of the best Verilog coding styles isto code the FSM design using two always blocks, one for the
sequential state register and one for the combinational next-state and combinational output logic.

nodul e fsmcc4_2
(output reg gnt,

Irst_n
input dly, done, req, clk, rst_n); 'req

paraneter [1:0] |IDLE 2' b0O,

BBUSY = 2' b01,
BWAI T = 2'b10,
BFREE = 2' b11;

reg [1:0] state, next;

al wvays @ posedge cl k or negedge rst_n)
if (!rst_n) state <= | DLE;
el se state <= next;

always @state or dly or done or req) begin
next = 2'bx;

gnt = 1'DbO;
case (state)
I DLE : if (req) next = BBUSY; dly
el se next = | DLE;
BBUSY: begin
gnt = 1'bl;
if (!done) next = BBUSY;
else if ( dly) next = BWAIT;
el se next = BFREE;
end
BWAI T: begin
gnt = 1'bl;
if (!dly) next = BFREE;
el se next = BWAIT;
end
BFREE: if (req) next = BBUSY;
el se next = | DLE;
endcase
end
endnodul e

Example 1 - fsm_cc4 design - two always block style - 37 lines of code

5.1 Important coding style notes:

Parameters are used to define state encodings instead of the Verilog “define macro definition
construct[3]. After parameter definitions are created, the parameters are used throughout the rest of the
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design, not the state encodings. This means that if an engineer wants to experiment with different state
encodings, only the parameter values need to be modified while the rest of the Verilog code remains
unchanged.

Declarations are made for st at e and next (next state) after the parameter assignments.

The sequential always block is coded using nonblocking assignments.

The combinational always block sensitivity list is sensitive to changes on the st at e variable and all of
the inputs referenced in the combinational always block.

Assignments within the combinational always block are made using Verilog blocking assignments.
The combinational always block has a default next state assignment at the top of the always block
(see section 5.3 for details about making default-X assignments).

Default output assignments are made before coding the case statement (this eliminates latches and
reduces the amount of code required to code the rest of the outputs in the case statement and
highlightsin the case statement exactly in which states the individual output(s) change).

In the states where the output assignment is not the default value assigned at the top of the aways
block, the output assignment is only made once for each state.

Thereisani f -statement, an el se-i f -statement or an el se statement for each transition arc in the
FSM state diagram. The number of transition arcs between states in the FSM state diagram should
equal the number of i f -el se-type statements in the combinational always block.

For ease of scanning and debug, all of the next assignments have been placed in a single column, as
opposed to finding next assignments following the contour of the RTL code.

5.2 The unfounded fear of transitions to erroneous states

In engineering school, we were all cautioned about "what happens if you FSM gets into an erroneous
state?' In general, this concern is both invalid or poorly devel oped.

| do not worry about most of my FSM designs going to an erroneous state any more than | worry about any
other register in my design spontaneously changing value. It just does not occur!

There are exceptions, such as satellites (subject to alpha particle bombardment) or medical implants
(subject to radiation and requiring extra robust design), plus other examples. In these situations, one does
have to worry about FSM's going to an erroneous state, but most engineering schools fail to note that
getting back to a known state is typically not good enough! Even though the FSM is now in aknown state,
the rest of the hardware is still expecting activity related to another state. It is possible for the design to
lockup waiting for signals that will never arrive because the FSM changed states without resetting the rest
of the design. At the very least, the FSM should transition to an error state that communicates to the rest of
the design that resetting will occur on the next state transition, "get ready!"

5.3 Making default next equal all X's assignment

Placing a default next state assignment on the line immediately following the always block sensitivity list is
avery efficient coding style. This default assignment is updated by next-state assignments inside the case
statement. There are three types of default next-state assignments that are commonly used: (1) next is set to
al X's, (2) next is set to a predetermined recovery state such as IDLE, or (3) next isjust set to the value of
the state register.

By making a default next state assignment of X's, pre-synthesis simulation models will cause the state
machine outputs to go unknown if not al state transitions have been explicitly assigned in the case
statement. Thisis a useful technique to debug state machine designs, plus the X's will be treated as "don't
cares' by the synthesis toal.

Some designs require an assignment to a known state as opposed to assigning X's. Examples include:

satellite applications, medical applications, designs that use the FSM flip-flops as part of a diagnostic scan
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chain and some designs that are equivalence checked with formal verification tools. Making a default next
state assignment of either IDLE or all O's typically satisfies these design requirements and making the
initial default assignment might be easier than coding all of the explicit next-state transition assignmentsin

the case statement.

5.4 10-state simple FSM design - two always blocks

Example 2 isthe fsm_cc7 design implemented with two always blocks. Using two always blocks, the
fsm_cc7 design requires 50 lines of code (coding requirements are compared in alater section).

nodul e fsmcc7_2
(output reg yl1,

i nput

par amet er SO

reg [3:

al wvays @ posedge cl k or negedge rst_n)

j mp,

S1
S2
S3
$4
S5
S6
S7
S8
S9

0] state,

RRERRARRARRRARA

go, clk, rst_n);

b0000,
b0001,
b0010,
b0011,
b0100,
b0101,
b0110,
b0111,
b1000,
b1001;

next ;

if (Irst_n) state <= S0;

el se

always @state or go or jnp) begin

state <=

next = 4'Dbx;
yl = 1' bO;
case (state)

SO : if (!go) next
else if (jnp) next
el se next

S1: if (jnp) next
el se next

S2 . next

S3 : begin yl = 1'bl;

if (jnp) next
el se next
end

sS4 if (jnp) next
el se next

S5 if (jnp) next
el se next

S6 : if (jnp) next
el se next

S7 . if (jnp) next
el se next

S8 : if (jnp) next
el se next

S9 : if (jnp) next
el se next

endcase
end
endnodul e

next ;

SO;
S3;
S1;
S3;
S2;
S3;

S3;

S3;
S5;
S3;
S6;
S3;
S7;
S3;
S8;
S3;
S9;
S3;
SO;

Example 2 - fsm_cc7 design - two always block style - 50 lines of code
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5.5 10-state moderately complex FSM design - two always blocks

Example 3 isthe fsm_cc8 design implemented with two always blocks. Using two always blocks, the
fsm_cc8 design requires 80 lines of code (coding requirements are compared in alater section).

Irst_n i

S0 |
ya=0y2=0y1=0 ) 90 & limp

sk1 & sk0 & ljmp--

sk1 & Isk0 & ljimp.

Isk1 & skO & ljmp -------"%---------mm---
go & limp

------- sk0 & ljmp
Igo & limp
nodul e fsmcc8_2
(output reg yl, y2, y3,
i nput jmp, go, skO, ski1, clk, rst_n);
paranmeter SO = 4'b0000,
S1 = 4'b0001,
S2 = 4'b0010,
S3 = 4'b0011,
S4 = 4'b0100,
S5 = 4'b0101,
S6 = 4'b0110,
S7 = 4'b0111,
S8 = 4'b1000,
S9 = 4'bl001;
reg [3:0] state, next;
al wvays @ posedge cl k or negedge rst_n)
if (Irst_n) state <= S0;
el se state <= next;
always @state or jnp or go or skO or skl) begin
next = 4'Dbx;
yl = 1' bO;
y2 = 1' bO;
y3 = 1' bO;
case (state)
SO : if ('go) next = SO;
else if (jnp) next = S3;
International Cadence Users Group 2002 7 Fundamentals of Efficient Synthesizable FSM

Rev 1.1 Design using NC-Verilog and BuildGates



el se next = S1;
S1 : begin
y2 = 1'b1;
if (jnp) next = S3;
el se next = S2;
end
S2 . if (jnp) next = S3;
el se next = S9;
S3 : begin
yl = 1'bl;
y2 = 1'bl;
if (jnp) next = S3;
el se next = $4;
end
S4 0 if (j mp) next = S3;
else if (skO && !jnp) next = S6;
el se next = S5;
S5 if (j mp) next = S3;
else if (Iskl & !sk0 && !'jnp) next = S6;
else if (Iskl & skO && !'jnp) next = S7,;
else if ( skl & !sk0 && !'jnp) next = SB8;
el se next = S9;
S6 : begin
yl = 1'bl;
y2 = 1'bl;
y3 = 1' bl;
i f (j mp) next = S3;
else if (go && !jnp) next = S7;
el se next = S6;
end
S7 : begin
y3 = 1' bl;
if (jnp) next = S3;
el se next = S8;
end
S8 : begin
y2 = 1'bl;
y3 = 1'bl;
if (jnp) next = S3;
el se next = S9;
end
S9 : begin
yl = 1'bl;
y2 = 1'bl;
y3 = 1' bl;
if (jnp) next = S3;
el se next = S0;
end
endcase
end
endnodul e
Example 3 - fsm_cc8 design - two always block style - 80 lines of code
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6. One Always Block FSM Style (Avoid This Style!)

One of the most common FSM coding stylesin use today is the one sequential always block FSM coding
style. This coding styleis very similar to coding styles that were popularized by PLD programming
languages of the mid-1980s, such as ABLE. For most FSM designs, the one always block FSM coding
style is more verbose, more confusing and more error prone than a comparable two always block coding

style.

Reconsider the fsm_cc4 design shown in section 5.

nodul e fsmecc4_1
(output reg gnt,
i nput dly, done, req,
| DLE
BBUSY
BWAI T
BFREE

paraneter [1:0]

reg [1:0] state;

al wvays @ posedge clk or
if (!rst_n) begin

cl k,

rst_n);

2' do,
2'di,
2'd2,
2' d3;

negedge rst_n)

state <= | DLE;
gnt <= 1'DbO;
end
el se begin
state <= 2' bx;
gnt <= 1'DbO;
case (state) dly
IDLE : if (req) begin
st at e <= BBUSY;
gnt <= 1'bl;
end
el se state <= | DLE;
BBUSY: if (!done) begin
st at e <= BBUSY;
gnt <= 1'bl;
end
else if ( dly) begin
state <= BWAIT;
gnt <= 1'bl;
end
el se st at e <= BFREE;
BWAIT: if ( dly) begin
state <= BWAIT;
gnt <= 1'bl;
end
el se st at e <= BFREE;
BFREE: if (req) begin
st at e <= BBUSY;
gnt <= 1'bl;
end
el se state <= | DLE;
endcase
end
endnodul e
Example 4 - fsm_cc4 design - one always block style - 47 lines of code
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6.1 Important coding style notes:

Parameters are used to define state encodings, the same as the two always block coding style.

A declaration is made for st at e. Not for next .

Thereisjust one sequential always block, coded using nonblocking assignments.

Thethereis still adefault st at e assignment before the case statement, then the case statement tests
the st at e variable. Will this be a problem? No, because the default st at e assignment is made with a
nonblocking assignment, so the update to the st at e variable will happen at the end of the simulation
time step.

Default output assignments are made before coding the case statement (this reduces the amount of
code required to code the rest of the outputsin the case statement).

A st at e assignment must be made for each transition arc that transitionsto a st at e where the output
will be different than the default assigned value. For multiple outputs and for multiple transition arcs
into ast at e where the outputs change, multiple st at e assignments will be required.

The st at e assignments do not correspond to the current st at e of the case statement, but the st at e
that case statement istransitioning to. Thisiserror prone (but it does work if coded correctly).

Again, for ease of scanning and debug, the all of the st at e assignments have been placed in asingle
column, as opposed to finding st at e assignments following the contour of the RTL code.

All outputs will be registered (unless the outputs are placed into a separate combinational always block
or assigned using continuous assignments). No asynchronous Mealy outputs can be generated from a
single synchronous always block.

Note: some misinformed engineers fear that making multiple assignments to the same variable, in the
same always block, using nonblocking assignments, is undefined and can cause race conditions. Thisis
not true. Making multiple nonblocking assignments to the same variable in the same always block is
defined by the Verilog Standard. The last nonblocking assignment to the same variable wins! (See
reference [5] for details).

6.2 10-state simple FSM design - one always blocks

Example 5 isthe fsm_cc7 design implemented with one always blocks. Using one always blocks, the
fsm_cc7 design requires 79 lines of code (coding requirements are compared in alater section).

nodul e fsmcc7_1
(output reg yl1,

i nput jmp, go, clk, rst_n);

paranmeter SO = 4'b0000,
S1 = 4'b0001,
S2 = 4'b0010,
S3 = 4'b0011,
S4 = 4'b0100,
S5 = 4'b0101,
S6 = 4'b0110,
S7 = 4'b0111,
S8 = 4'b1000,
S9 = 4'bl001;

reg [3:0] state;

al wvays @ posedge cl k or negedge rst_n)
if (!rst_n) begin
state <= S0;
yl <= 1'bO;
end
el se begin
yl <= 1'b0;
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state <
case (s
SO :

Sl

S2

S3

S5

S6

SYA

S8

S9

endcase
end
endnodul e

= 4' bx;
tate)
if (!go) state
else if (jnp) begin
yl <= 1'b31;
state
end
el se state
if (jnp) begin
yl <= 1'b31;
state
end
el se state
begi n
yl <= 1'b1;
state
end
if (jnp) begin
yl <= 1'b1;
state
end
el se state
if (jnp) begin
yl <= 1'b1;
state
end
el se state
if (jnp) begin
yl <= 1'b1;
state
end
el se state
if (jnp) begin
yl <= 1'b1;
state
end
el se state
if (jnp) begin
yl <= 1'b1;
state
end
el se state
if (jnp) begin
yl <= 1'b31;
state
end
el se state
if (jnp) begin
yl <= 1'b31;
state
end
el se state

Example 5 - fsm_cc7 design - one always block style - 79 lines of code
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6.3 10-state moderately complex FSM design - one always blocks

Example 6 is the fsm_cc8 design implemented with one always blocks. Using one always blocks, the
fsm_cc8 design requires 146 lines of code (coding requirements are compared in a later section).

Irst_n i

S0 |
ya=0y2=0y1=0 ) 90 & limp

sk1 & sk0 & ljmp--

sk1 & Isk0 & ljimp.

Isk1 & skO & ljmp -------------o-oo

Igo & limp

Isk1 & Isk0 & limp

nodul e fsmcc8_1
(output reg yl, y2, y3,

i nput jmp, go, skO, ski1, clk, rst_n);

paranmeter SO = 4'b0000,
S1 = 4'b0001,
S2 = 4'b0010,
S3 = 4'b0011,
S4 = 4'b0100,
S5 = 4'b0101,
S6 = 4'Db0110,
S7 = 4'Db0111,
S8 = 4'b1000,
S9 = 4'bl001;

reg [3:0] state;

al wvays @ posedge cl k or negedge rst_n)
if (!rst_n) begin
state <= S0;
yl <= 1'b0;
y2 <= 1'b0;
y3 <= 1'b0;

el se begin
state <= 4'bx;
yl <= 1'b0;
y2 <= 1'b0;
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y3 <= 1'b0;
case (state)
SO : if (!go) state <= S0;
else if (jnp) begin
state <= S3;
yl <= 1'b31;
y2 <= 1'b1;
end
el se begin
state <= S1;
y2 <= 1'b1;
end
S1: if (jnp) begin
state <= S3;
yl <= 1'b1;
y2 <= 1'b1;
end
el se state <= S2;
S2 : if (jnp) begin
state <= S3;
yl <= 1'b1;
y2 <= 1'b1;
end
el se begin
state <= S9;
yl <= 1'b1;
y2 <= 1'b1;
y3 <= 1'b1;
end
S3 : if (jnp) begin
state <= S3;
yl <= 1'b1;
y2 <= 1'b1;
end
el se state <= $4;
S4 : if (jnp) begin
state <= S3;
yl <= 1'b1;
y2 <= 1'b1;

else if (skO & !jnp) begin
state <= S6;
yl <= 1'b1;
y2 <= 1'b1;
y3 <= 1'b1;

el se state <= S5;
S5 : if (jnp) begin
state <= S3;
yl <= 1'b31;
y2 <= 1'b1;

else if (!'skl & !'sk0 && !jnp) begin
state <= S6;
yl <= 1'b31;
y2 <= 1'b1;
y3 <= 1'b1;

else if (Iskl & skO && !jnp) begin
state <= S7;
y3 <= 1'b1;
else if (skl & !'skO && !jnp) begin
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state <= S8;
y2 <= 1'b1;
y3 <= 1'b1;

el se begin
state <= S9;
yl <= 1'b31;
y2 <= 1'b1;
y3 <= 1'b1;

S6 : if (jnp) begin

yl <= 1'b1;
y2 <= 1'b1;

else if (go & & !jnp) begin
state <= S7;
y3 <= 1'b1;

el se begin
state <= S6;
yl <= 1'b1;
y2 <= 1'b1;
y3 <= 1'b1;

S7 : if (jnp) begin
state <= S3;
yl <= 1'b1;
y2 <= 1'b1;
end
el se begin
state <= S8;
y2 <= 1'b1;
y3 <= 1'b1;
end
S8 : if (jnp) begin
state <= S3;
yl <= 1'b1;
y2 <= 1'b1;

state <= S9;
yl <= 1'b1;
y2 <= 1'b1;
y3 <= 1'b1;

S9 : if (jnp) begin
state <= S3;
yl <= 1'b31;
y2 <= 1'b1;
end
el se state <= S0;
endcase
end
endnodul e

Example 6 - fsm_cc8 design - one always block style - 146 lines of code
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7. Onehot FSM Coding Style (Good Style)

Efficient (small and fast) onehot state machines can be coded using an inverse case statement; a case
statement where each caseitem is an expression that evaluates to true or false.

Reconsider the fsm_cc4 design shown in section 5. Eight coding modifications must be made to the two
always block coding style of section 5 to implement the efficient onehot FSM coding style.

The key to understanding the changes is to realize that the parameters no longer represent st at e
encodings, they now represent an index into the st at e vector, and comparisons and assignments are now
being made to single bitsin either the st at e or next -state vectors. Notice how the case statement is now
doing a 1-bit comparison against the onehot state bit.

modul e fsmcc4_fp Index into the state register,
(out put r_eg §nt not state encodings

!rst_nlv
input dly, done, req, clk, rst_n); !req

paranmeter [3:0] IDLE = 0,

BBUSY = 1,

Onehot requires larger BWAIT = 2,
declarations BFREE = 3;

re\gA[S:O] state, next;

al wvays @ posedge cl k or negedge rst_n)
if (!rst_n) begin

state <= 4' b0;
state[ I DLE] <= 1' bl; w4
end Reset modification

el se state <= next;

always @state or dly or done or req) begin

next = 4'b0; 4—]

dly

Must make all-0's assignment

gnt = 1 bo; Add "full" & "parallel" case
case (I'b1) [P case (1'bl) // anbit full_case parallel_case 4]
state[ | DLE] : if (req) next [ BBUSY] = 1'bil;
el se next[ I DLE] = 1'bl;
st at e[ BBUSY] : begin
gnt = 1'bil;
if (!done) next [ BBUSY] = 1'bil;
state[current_state] else if ( dly) next[BWAIT] = 1'b1l;
case items el se next [ BFREE] = 1' b1,
T end —
state[ BWAI T] : begin Only update the
gnt = 1'bl; nextlnext statel bit
it (1dly) next [ BFREE] = 1'bl: &
el se next[ BWAI T] = 1' bl;
end
st at e[ BFREE] : begin
if (req) next [ BBUSY] = 1'bil;
el se next[ I DLE] = 1'bl;
end
endcase
end
endnodul e

Example 7 - fsm_cc4 design - case (1'b1) onehot style - 42 lines of code
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7.1 10-state simple FSM design - case (1'b1) onehot coding style

Example 8 isthe fsm_cc7 design implemented with the case (1'b1) onehot coding style. Using this style,
the fsm_cc7 design requires 53 lines of code (coding requirements are compared in a later section).

nodul e fsm cc7_onehot _fp

(out put
i nput

par amet er SO
S1
S2
S3
sS4
S5
S6
S7
S8

reg vyi,
j nmp,

go, clk, rst_n);

CONNUARWNRO

SO

reg [9:0] state, next;

al wvays @ posedge cl k or negedge rst_n)

if (!Irst_n) begin

state <=
state[ SO] <=
end
el se state <=

always @state or go or jnp)

0;
1' bl;

next ;

begi n

next [ SO] =1"
next [ S3] =1"
next [ S1] =1"
next [ S3] =1"
next [ S2] =1"
next [ S3] =1'
bl;
next [ S3] =1"
next [ $4] =1

next [ S3] =1"
next [ S5] =1"
next [ S3] =1"
next [ S6] =1'
next [ S3] =1"
next [ S7] =1
next [ S3] =1"
next [ S8] =1"
next [ S3] =1"
next [ S9] =1"
next [ S3] =1"
next [ SO] =1"

bl;
bl;
bl;
bl;
bl;
bl;

bl;
bl;

bl;
bl;
bl;
bl;
bl;
bl;
bl;
bl;
bl;
bl;
bl;
bl;

next = 10' bO;
yl = 1' bO;
case (1'bl) // anbit full _case parallel _case
st at e[ SO] if (!go)
else if (jnp)
el se
st at e[ S1] if (jnp)
el se
st at e[ S2]
st at e[ S3] begin yl1 = 1
if (jmp)
el se
end
st at e[ $4] if (jnp)
el se
st at e[ S5] if (jnp)
el se
st at e[ S6] if (jnp)
el se
stat e[ S7] if (jnp)
el se
st at e[ S8] if (jnp)
el se
st at e[ S9] if (jnp)
el se
endcase
end
endnodul e

Example 8 - fsm_cc7 design - case (1'b1) onehot style - 53 lines of code
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7.2 10-state moderately complex FSM design - case (1'b1) onehot coding style

Example 9 isthe fsm_cc8 design implemented with the case (1'b1) onehot coding style. Using this style,
the fsm_cc8 design requires 86 lines of code (coding requirements are compared in a later section).

sk1 & sk0 & ljmp--

sk1 & Isk0 & ljimp.

Isk1 & skO & ljmp -------------o-oo

Igo & limp

Isk1 & Isk0 & limp

nodul e fsm cc8_onehot _fp
(output reg yl, y2, y3,
i nput jmp, go, skO, ski1, clk, rst_n);

par amet er SO
S1
S2
S3
sS4
S5
S6
S7
S8
S9

CONOUAWNRO

reg [9:0] state, next;

al wvays @ posedge cl k or negedge rst_n)
if (!rst_n) begin

state <= 0;
state[ S0] <= 1'bil;
end
el se state <= next;

always @state or jnp or go or skO or skl) begin

next = 0;
case (1'bl) // anbit full _case parallel _case
state[SO] : if ('go) next [ SO] =1' bl;
else if (jnp) next [ S3] =1' bl;
el se next [ S1] =1' bl;
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state[S1] : if (jnp) next [ S3] =1' bl;

el se next [ S2] =1' bl;
state[S2] : if (jnp) next [ S3] =1' bl;
el se next [ S9] =1' bl;
state[S3] : if (jnp) next [ S3] =1' bl;
el se next [ $4] =1' bl;
state[$4] : if (j mp) next [ S3] =1' bl;
else if (skO && !jnp) next [ S6] =1' bl;
el se next [ S5] =1' bl;

state[S5] : if (j mp) next [ S3] =1' bl;
else if (I'skl & !'sk0 && !jnp) next[S6]=1'bil;
else if (Iskl & skO && !'jnp) next[S7]=1'bil;
else if ( skl &% !sk0 && !'jnp) next[S8]=1'bil;
el se next [ S9] =1' bl;
state[S6] : if (j mp) next [ S3] =1' bl;
else if (go && !jnp) next [ S7] =1' bl;
el se next [ S6] =1' b1;
state[S7] : if (jnp) next [ S3] =1' bl;
el se next [ S8] =1' bl;
state[S8] : if (jnp) next [ S3] =1' bl;
el se next [ S9] =1' bl;
state[S9] : if (jnp) next [ S3] =1' bl;
el se next [ S0] =1' bl;
endcase
end

al wvays @ posedge cl k or negedge rst_n)
if (!Irst_n) begin

yl <= 1'b0;
y2 <= 1'b0;
y3 <= 1'b0;
end
el se begin
yl <= 1'b0;
y2 <= 1'b0;
y3 <= 1'b0;
case (1'bl)
next[ SO], next[S2], next[S4], next[S5] : ; // default outputs
next[ S7] : y3 <= 1'b1;
next[ S1] : y2 <= 1'b1;
next[ S3] : begin
yl <= 1'b31;
y2 <= 1'b1;
end
next[ S8] : begin
y2 <= 1'b1;
y3 <= 1'b1;
end
next[ S6], next[S9] : begin
yl <= 1'b1;
y2 <= 1'b1;
y3 <= 1'b1;
end
endcase
end
endnodul e

Example 9 - fsm_cc8 design - case (1'b1) onehot style - 86 lines of code

Thisisthe only coding style where | recommend using full_case and parallel_case statements. The parallel
case statement tells the synthesis tool to not build a priority encoder even though in theory, more than one
of the state bits could be set (as engineers, we know that thisis a onehot FSM and that only one bit can be
set so no priority encoder is required). The value of the full_case statement is still in question.
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8. Registered FSM Outputs (Good Style)

Registering the outputs of an FSM design insures that the outputs are glitch-free and frequently improves
synthesis results by standardizing the output and input delay constraints of synthesized modules (see
reference [1] for more information).

FSM outputs are easily registered by adding a third always sequential block to an FSM module where
output assignments are generated in a case statement with case items corresponding to the next state that
will be active when the output is clocked.

nodul e fsm.cc4_2r
(output reg gnt,
input dly, done, req, clk, rst_n);

paraneter [1:0] IDLE = 2'b00,
BBUSY = 2' b01,
BWAI T = 2' b10,
BFREE = 2' b11;

reg [1:0] state, next;

al wvays @ posedge cl k or negedge rst_n)
if (!rst_n) state <= | DLE;
el se state <= next;

always @state or dly or done or req) begin
next = 2'bx;
case (state)

IDLE : if (req) next = BBUSY;
el se next = |DLE; dly
BBUSY: if (!done) next = BBUSY;
else if ( dly) next = BWAIT;
el se next = BFREE;
BWAIT: if (!dly) next = BFREE;
el se next = BWAIT;
BFREE: if (req) next = BBUSY;
el se next = | DLE;
endcase

end

al wvays @ posedge cl k or negedge rst_n)
if (!rst_n) gnt <= 1'bO;
el se begin
gnt <= 1'bO;
case (next)
IDLE, BFREE: ; // default outputs
BBUSY, BWAIT: gnt <= 1'bl;
endcase
end
endnodul e

Example 10 - fsm_cc4 design - three always blocks wir egister ed outputs - 40 lines of code
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8.1 10-state simple FSM design - three always blocks - registered outputs

Example 11 isthe fsm_cc7 design with registered outputs implemented with three always blocks. Using
three always blocks, the fsm_cc7 design requires 60 lines of code (coding requirements are compared in a
later section).

nodul e fsm cc7_3r
(output reg yl1,

i nput jmp, go, clk, rst_n);

paranmeter SO = 4'b0000,
S1 = 4'b0001,
S2 = 4'b0010,
S3 = 4'b0011,
S4 = 4' b0100,
S5 = 4'b0101,
S6 = 4'b0110,
S7 = 4'b0111,
S8 = 4'b1000,
S9 = 4'bl001;

reg [3:0] state, next;

al wvays @ posedge cl k or negedge rst_n)
if (Irst_n) state <= S0;
el se state <= next;

always @state or go or jnp) begin
next = 4'Dbx;

yl = 1' bO;
case (state)

SO : if (!go) next = SO;
else if (jnp) next = S3;
el se next = S1;

S1: if (jnp) next = S3;
el se next = S2;

S2 next = S3;

S3 : begin yl = 1'bl;

if (jnp) next = S3;
el se next = $4;
end

sS4 if (jnp) next = S3;
el se next = S5;

S5 if (jnp) next = S3;
el se next = S6;

S6 : if (jnp) next = S3;
el se next = S7;

S7 . if (jnp) next = S3;
el se next = S8;

S8 : if (jnp) next = S3;
el se next = S9;

S9 : if (jnp) next = S3;
el se next = S0;

endcase
end

al wvays @ posedge cl k or negedge rst_n)
if (!Irst_n) yl <= 1'bO0;
el se begin
yl <= 1'b0;
case (state)
S0, S1, S2, sS4, S5, S6, S7, S8, S9:; // default
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S3 : yl <= 1'bil;
endcase
end
endnodul e

Example 11 - fsm_cc7 design - three always blocks wi/r egister ed outputs - 60 lines of code
8.2 10-state moderately complex FSM design - three always blocks - registered
outputs

Example 12 isthe fsm_cc8 design with registered outputs implemented with three always blocks. Using
three always blocks, the fsm_cc8 design requires 83 lines of code (coding requirements are compared in a
later section).

Irst_n i

S0 |
y3=0y2=0y1=0 ) 90 & limp

sk1 & sk0 & ljmp--

sk1 & Isk0 & ljimp.

Isk1 & skO & ljmp -------------o-oo

Igo & limp

Isk1 & Isk0 & limp

nodul e fsm cc8_3r
(output reg yl, y2, y3,

i nput jmp, go, skO, ski1, clk, rst_n);

paranmeter SO = 4'b0000,
S1 = 4'b0001,
S2 = 4'b0010,
S3 = 4'b0011,
S4 = 4'b0100,
S5 = 4'b0101,
S6 = 4'b0110,
S7 = 4'Db0111,
S8 = 4'b1000,
S9 = 4'bl001;

reg [3:0] state, next;

al wvays @ posedge cl k or negedge rst_n)
if (Irst_n) state <= S0;
el se state <= next;

always @state or jnp or go or skO or skl) begin
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next = 4'Dbx;
case (state)

SO : if ('go) next = SO;
else if (jnp) next = S3;
el se next = S1;

S1: if (jnp) next = S3;
el se next = S2;

S2 . if (jnp) next = S3;
el se next = S9;

S3 : if (jnp) next = S3;
el se next = $4;

S4 0 if (j mp) next = S3;
else if (skO && !jnp) next = S6;
el se next = S5;

S5 if (j mp) next = S3;
else if (Iskl & !sk0 && !'jnp) next = S6;
else if (Iskl & skO && !'jnp) next = S7,;
else if ( skl & !sk0 && !'jnp) next = SB8;
el se next = S9;

S6 : if (j mp) next = S3;
else if (go && !jnp) next = S7;
el se next = S6;

S7 : if (jnp) next = S3;
el se next = S8;

S8 : if (jnp) next = S3;
el se next = S9;

S9 : if (jnp) next = S3;
el se next = S0;

endcase
end

al wvays @ posedge cl k or negedge rst_n)
if (!Irst_n) begin

yl <= 1'b0;
y2 <= 1'b0;
y3 <= 1'b0;
end
el se begin
yl <= 1'b0;
y2 <= 1'b0;
y3 <= 1'b0;
case (next)
S0, S2, S4, S5 : ; /] default outputs
S7 : y3 <= 1'b1;
S1 : y2 <= 1'b1;
S3 : begin
yl <= 1'b1;
y2 <= 1'b1;
end
S8 : begin
y2 <= 1'b1;
y3 <= 1'b1;
end
S6, S9 . begin
yl <= 1'b1;
y2 <= 1'b1;
y3 <= 1'b1;
end
endcase
end
endnodul e

Example 12 - fsm_cc8 design - three always blocks wir egister ed outputs - 83 lines of code
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9. Comparing RTL Coding Efforts

In the preceding sections, three different FSM designs were coded four different ways: (1) two aways
block coding style, (2) one always block coding style, (3) onehot, two aways block coding style, and (4)
three always block coding style with registered outputs.

Three dways
Two aways block One al_ways block Onehat, two block coding style
coding stvle coding style always block W/ reqistered
9 sty (12%-83% larger) coding style €9
outputs
fsm_cc4 . 47 lines of code : ;
(4 Sates, smple) 37 lines of code (12%-27% larger) 42 lines of code 40 lines of code
fsm_cc7 . 79 lines of code : ;
(10 states, smple) 50 lines of code (329%-58% larger) 53 lines of code 60 lines of code
fsm_cc8 146 lines of code
(10 states, moderate 80 lines of code ' 86 lines of code 83 lines of code
. (70%-83% larger)
complexity)

Table1-Linesof RTL coderequired for different FSM coding styles

From Table 1, we see that the one always block FSM coding style is the least efficient coding style with
respect to the amount of RTL code required to render an equivalent design. In fact, the more outputs that an
FSM design has and the more transition arcs in the FSM state diagram, the faster the one always block
coding style increases in size over comparable FSM coding styles.

If you are a contractor or are paid by the line-of-code, clearly, the one always block FSM coding style

should be your preferred style. If you are trying to complete a project on time and code the design in a
concise manner, the one always block coding style should be avoided.

10.Synthesis Results
Synthesis results were not complete by the time the paper was submitted for publication.

11.Running Cadence BuildGates

ac_shel | (for command-line mode)
ac_shell -gui & (for GUI mode with process running in background)

12.Verilog-2001 Enhancements

As of thiswriting, the Cadence Verilog simulators do not support many (if any) of the new Verilog-2001
enhancements. All of the preceding examples were coded with Verilog-2001 enhanced and concise ANSI-
style module headers. In reality, to make the designs work with the Cadence Verilog simulators, | had to
also code Verilog-1995 style module headers and select the appropriate header using macro definitions. To
ease the task, | have created two aliases for 1995-style Verilog simulations.

alias ncverilog95 "ncverilog +define+V95"
alias verilog95 "verilog +define+V95"
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12.1 ANSI-Style port declarations

ANSI-style port declarations are a nice enhancement to Verilog-2001 but they are not yet supported by
version 3.4 of NC-Verilog or Verilog-XL, but they are reported to work with BuildGates. This
enhancement permits module headers to be declared in a much more concise manner over traditional
Verilog-1995 coding requirements.

Verilog-1995 required each module port be declared two or three times. Verilog-1995 required that (1) the
module ports be listed in the module header, (2) the module port directions be declared, and (3) for reg-
variable output ports, the port data type was also required.

Verilog-2001 combined all of thisinformation into single module port declarations, significantly reducing
the verbosity and redundancy of Verilog module headers. Of the major Verilog vendors, only the Cadence
Verilog simulators do not support this Verilog-2001 feature. This means that users who want to take
advantage of this feature and who use simulators from multiple vendors, including Cadence, must code
both styles of module headers using “ifdef statements to select the appropriate module header style.

| prefer the following coding style to support retro-style Verilog simulators:

“ifdef V95

/'l Verilog-1995 ol d-style, verbose nodul e headers
‘el se

/'l Verilog-2001 newstyle, efficient nmodul e headers
“endi f

The following example is from the actual fsm_cc4 1.v file used to test one always block FSM coding
stylesin this paper.

“ifdef V95
nodul e fsmcc4_1 (gnt, dly, done, req, clk, rst_n);
out put gnt;
input dly, done, req;
input clk, rst_n;
reg gnt;
‘el se
nodul e fsmcc4_1
(output reg gnt,
input dly, done, req, clk, rst_n);
“endi f

It should be noted that thisis an easy enhancement to implement, significantly improves the coding
efficiency of module headers and that some major Verilog vendors have supported this enhanced coding
style for more than ayear at the time this paper was written. The author strongly encourages Cadence
simulator developersto quickly adopt this Verilog-2001 enhancement to ease the Verilog coding burden for
Cadence tool users.

12.2 @* Combinational sensitivity list

Verilog-2001 added the much-heralded @* combinational sensitivity list token. Although the
combinational sensitivy list could be written using any of the following styles:

al wvays @
always @*)
always @ * )
always @( * )
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or any other combination of the characters @ ( * ) with or without white space, the author prefers the first
and most abbreviated style. To the author, "always @*" clearly denotes that a combinational block of logic
follows.

The Verilog-2001 "aways @*" coding style has a number of important advantages over the more
cumbersome Verilog-1995 combinational sensitivity list coding style:

Reduces coding errors - the code informs the simulator that the intended implementation is
combinational logic, so the simulator will automatically add and remove signals from the sensitivity
list as RTL codeis added or deleted from the combinational always block. The RTL coder is no longer
burdened with manually insuring that all of the necessary signals are present in the sensitivity list. This
will reduce coding errors that do not show up until a synthesistool or linting tool reports errorsin the
sengitivity list. The basic intent of this enhancement isto inform the simulator, "if the synthesis tool
wants the signals, so do we!"

Abbreviated syntax - large combinational blocks often meant multiple lines of redundant signal
naming in a sensitivity list. The redundancy served no appreciable purpose and users will gladly adopt
the more concise and abbreviated @* syntax.

Clear intent - an aways @* procedural block informs the code-reviewer that this block isintended to
behave like, and synthesize to, combinational logic.

13.SystemVerilog Enhancements

In June of 2002, Accellera released the SystemVerilog 3.0 language specification, a superset of Verilog-
2001 with many nice enhancements for modeling, synthesis and verification. The basis for the
SystemV erilog language comes from a donation by CoDesign Automation of significant portions of their
Superlog language.

Key functionality that has been added to the Accellera SystemVerilog 3.0 Specification to support FSM
design includes:

Enumer ated types - Why do engineers want to use enumerated types? (1) Enumerated types permit
abstract state declaration without defining the state encodings, and (2) enumerated types can typically be
easily displayed in awaveform viewer permitting faster design debug. Enumerated types allow abstract
state definitions without required state encoding assignments. Users also wanted the ability to assign state
encodings to control implementation details such as output encoded FSM designs with simple registered
outputs.

One short coming of traditional enumerated types was the inability to make X-state assignments. As
discussed earlier in this paper, X-state assignments are important to simulation debug and synthesis
optimization. SystemV erilog enumerated types will permit data type declaration, making it possible to
declare enumerated types with an all-X's definitions.

Other SystemV erilog proposals under consideration for FSM enhancement include:
Different enumerated styles - the ability to declare different enumerated styles, such as enum_onehot, to
make experimentation with different encoding styles easier to do. Currently, when changing from a binary

encoding to an efficient onehot encoding style, 8 different code changes must be made in the FSM module.
Wouldn't it be nice if the syntax permitted easier handling of FSM styles without manual intervention.

Transition statement and ->> next state transition operator -
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These enhancements were removed from the SystemVerilog 3.0 Standard only because their definition was
not fully elaborated and understood. Some people like the idea of a next-state transition operator that
closely corresponds to the transition arcs that are shown on an FSM state diagram.

Theinfinitely abusable " goto" statement - Concern about a "goto" statement that could " cause spaghetti-
code" could be avoided by limiting a goto-transition to a label within the same procedural block. Implicit
FSM coding styles are much cleaner with a goto statement. A goto statement combined with a carefully
crafted disable statement makes reset handling easier to do. A goto statement alleviates the problem of
multiple transition arcs within atraditional implicit FSM design. Goto isjust a proposal and may not pass.

14.Conclusions

There are many ways to code FSM designs. There are many inefficient ways to code FSM designs!

Use parameters to define state encodings. Parameters are constants that are local to a module. After
defining the state encodings at the top of the FSM module, never use the state encodings again in the RTL
code. This makesit possible to easily change the state encodingsin just one place, the parameter
definitions, without having to touch the rest of the FSM RTL code. This makes state-encoding-
experimentation easy to do.

Use atwo aways block coding style to code FSM designs with combinational outputs. This styleis
efficient and easy to code and can also easily handle Mealy FSM designs.

Use athree always block coding style to code FSM designs with registered outputs. This styleis efficient
and easy to code. Note, another recommended coding style for FSM designs with registered outputsis the
"output encoded” FSM coding style (see reference [1] for more information on this coding style).

Avoid the one aways block FSM coding style. It is generally more verbose than an equivalent two always
block coding style, output assignments are more error prone to coding mistakes and one cannot code
asynchronous Mealy outputs without making the output assignments with separate continuous assign
Statements.
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State Machine Coding Stylesfor Synthesis

Clifford E. Cummings

Sunburst Design, Inc.

ABSTRACT

This paper details efficient Verilog coding styles to infer synthesizable state machines. HDL
considerations such as advantages and disadvantages of one-always block FSMs Vs. two-aways
block FSM's are described.



I ntroduction

Steve Golson's 1994 paper, "State Machine Design Techniques for Verilog and VHDL" [1], isa
great paper on state machine design using Verilog, VHDL and Synopsys tools. Steve's paper also
offers in-depth background concerning the origin of specific state machine types.

This paper, "State Machine Coding Styles for Synthesis," details additional insights into state
machine design including coding style approaches and afew additional tricks.

State M achine Classification

There are two types of state machines as classified by the types of outputs generated from each.
The first is the Moore State Machine where the outputs are only a function of the present state,
the second is the Mealy State Machine where one or more of the outputs are a function of the
present state and one or more of the inputs.

inputs (Mealy State Machine Only)
PP |
combinational sequential : combinational
logic logic I logic
I
— 71D
Next next Present state »| Output OUtPUtS)
State > State Logic
state Logic FF's
—> >
clock

Figurel- FSM Block Diagram

In addition to classifying state machines by their respective output-generation type, state
machines are also often classified by the state encoding employed by each state machine. Some
of the more common state encoding styles include [1] [2] [3]: highly-encoded binary (or binary-
sequential), gray-code, Johnson, one-hot, almost one-hot and one-hot with zero-idle (note: in the
absence of a known official designation for the last encoding-style listed, the author selected the
"one-hot with zero-idle" title. A more generally accepted name may exist).

Using the Moore FSM state diagram shown in Figure 2, this paper will detail synthesizable
Verilog coding styles for highly-encoded binary, one-hot and one-hot with zero-idle state
machines. This paper also details usage of the Synopsys FSM Tool to generate binary, gray and
one-hot state machines. Coded examples of the three coding styles for the state machine in Figure
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2, plus an example with the correct Synopsys FSM Tool comments, have been included at the
end of this paper.

h 0120

.. 02 - 1
------------------- 03 = O

err=0

n_ol=1
02=0
03=0
04=0
err=1

n_ol=1
02=1
03=1
04=0
err=0

Figure 2 - Benchmark 1 (bm1) State Diagram
FSM Verilog M odules

Guideline: make each state machine a separate Verilog module.

Keeping each state machine separate from other synthesized logic simplifies the tasks of state
machine definition, modification and debug. There are also a number of EDA tools that assist in
the design and documentation of FSMs, but in general they only work well if the FSM is not
mingled with other |ogic-code.

State Assignments

Guideline: make state assignments using parameters with symbolic state names.

Defining and using symbolic state names makes the Verilog code more readable and eases the
task of redefining states if necessary. Examples 1-3 show binary, one-hot and one-hot with zero-
idle parameter definitions for the FSM state diagram in Figure 2.
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parameter [2:0] // synopsys enum code

IDLE = 3'dO,
S1 = 3'd1l,

S2 = 3'dz,

S3 = 3'ds,
ERROR = 3'd4;

Example 1 - Parameter definitionsfor binary encoding

parameter [4:0] IDLE = 5'b00001,

S1 = 5'b00010,
S2 = 5'b00100,
S3 = 5'b01000,
ERROR = 5'b10000;

Example 2 - Parameter definitionsfor verbose one-hot encoding

parameter [4:0] IDLE = 5'dO,

S1 = 5'd1l,
S2 = 5'dz,
S3 = 5'ds,
ERROR = 5'd4;

Example 3 - Parameter definitionsfor smplified one-hot encoding

The simplified one-hot encoding shown Example 3 uses decimal numbers to index into the state
register. This technique permits comparison of single bits as opposed to comparing against the
entire state vector using the full state parameters shown in Example 2.

parameter [4:1] // ERROR is 4'b0000

IDLE = 4'd1,
S1 = 4'dz2,
S2 = 4'd3,
S3 = 4'd4;

Example 4 - Parameter definitionsfor one-hot with zero-idle encoding

The one-hot with zero-idle encoding can yield very efficient FSMs for state machines that have
many interconnections with complex equations, including a large number of connections to one
particular state. Frequently, multiple transitions are made either to an IDLE state or to another
common state (such as the ERROR-state in this example).

One could also define symbolic state names using the macro-definition compiler directives
("define), but “define creates a global definition (from the point where the definition is read in the
Verilog-code input stream). Unlike "define constants, parameters are constants local to the
module where they are declared, which alows a design to have multiple FSMs with duplicate
state names, such as IDLE or READ, each with a unique state encoding.

Occasionally, FSM code is written with parameter-defined state definitions, but subsequent code
still includes explicit binary state encodings elsewhere in the module. This defeats the purpose of
using symbolically labeled parameters. Only use the pre-defined parameter names for state
testing and next-state assignment.

Additional notes on experimenting with different state definitions using Synopsys generated
binary, gray and one-hot encodings are detailed in the section, "Synopsys FSM Tool."
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Two-Always Block State Machine

A synthesizable state machine may be coded many ways. Two of the most common, easily
understood and efficient methods are two-always block and one-always block state machines.

The easiest method to understand and implement is the two-always block state machine with
output assignments included in either the combinational next-state always block or separate
continuous-assignment outputs. This method partitions the Verilog code into the major FSM
blocks shown in Figure 1: clocked present state logic, next state combinational logic and output
combinational logic.

Sequential Always Block

Guideline: only use Verilog nonblocking assignments in the sequential always block.

Guideline: only use Verilog nonblocking assignments in al aways blocks used to generate
sequential logic.

For additional information concerning nonblocking assignments, see reference [4].

Verilog nonblocking assignments mimic the pipelined register behavior of actual hardware and
eliminate many potential Verilog race conditions. Many engineers make nonblocking
assignments using an intra-assignment timing delay (as shown in Example 5). There are two
good reasons and one bad reason for using intra-assignment timing delays with nonblocking
assignments.

Good reasons: (1) gives the appearance of a clk->q delay on a clocked register (as seen using a
waveform viewer); (2) helps avoid hold-time problems when driving most gate-level
models from an RTL model.

Bad reason: "we add delays because V erilog nonbl ocking assignments are broken!" - Thisis not
true.

When implementing either a binary encoded or a verbose one-hot encoded FSM, on reset the
state register will be assigned the IDLE state (or equivalent) (Example 5).

always @(posedge clk or posedge rst)
if (rst) state <= #1 IDLE;
else state <= #1 next;

Example 5 - Sequential always block for binary and verbose one-hot encoding

When implementing a simplified one-hot encoded FSM, on reset the state register will be
assigned all zeros followed immediately by reassigning the IDLE bit of the state register
(Example 6). Note, there are two nonblocking assignments assigning values to the same bit. This
is completely defined by the IEEE Verilog Standard [5] and in this case, the last nonblocking
assignment supercedes any previous nonblocking assignment (updating the IDLE bit of the state
register).

SNUG 1998 5 State Machine Coding Styles for Synthesis
Rev 1.1



always @(posedge clk or posedge rst)
if (rst) begin
state <= 5'b0;
state [IDLE] <= 1'bl;
end
else state <= next;

Example 6 - Sequential always block for simplified one-hot encoding

When implementing a one-hot with zero-idle encoded FSM, on reset the state register will be
assigned all zeros (Example 7).

always @(posedge clk or posedge rst)
if (rst) state <= 4'b0;
else state <= next;

Example 7 - Sequential always block one-hot with zero-idle encoding

Combinational Always Block

Guideline: only use Verilog blocking assignments in combinational always blocks.

Code a combinational always block to update the next state value. This always block is triggered
by a sensitivity list that is sensitive to the state register from the synchronous always block and
all of theinputsto the state machine.

Place a default next state assignment on the line immediately following the always block
sengitivity list. This default assignment is updated by next-state assignments inside the case
statement. There are three types of default next-state assignments that are commonly used: (1)
next is set to al x's, (2) next is set to a predetermined recovery state such as IDLE, or (3) next is
just set to the value of the state register.

By making a default next state assignment of x's, pre-synthesis simulation models will cause the
state machine outputs to go unknown if not all state transitions have been explicitly assigned in
the case statement. Thisis a useful technique to debug state machine designs, plus the x's will be
treated as "don't cares' by the synthesis tool.

Some designs require an assignment to a known state as opposed to assigning x's. Examples
include: satellite applications, medical applications, designs that use the FSM flip-flops as part of
a diagnostic scan chain and designs that are equivalence checked with formal verification tools.
Making a default next state assignment of either IDLE or all O's typically satisfy these design
requirements and making the initial default assignment might be easier than coding al of the
explicit next-state transition assignments in the case statement.

Making the default next-state assignment equal to the present state is a coding style that has been
used by PLD designers for years.
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conditions

i2*i3

Figure 3 - Next State Transitions

Next state assignments are efficiently updated from within a case statement.

always @(state or il or i2 or i3 or i4) begin
next = 3'bx;
case (state)
IDLE: begin

next = ERROR;
if (1i1) next = IDLE;
if (i1 & i2) next = S1;
if (i1 & !i2 & 13) next = S2;

end

S1:

Example 8 - Next state assignmentsfor binary and ver bose one-hot encoding

** all other input
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always @(state or i1l or 12 or i3 or i4) begin
next = 5'b0;

case (1'bl) // synopsys full case parallel case
state[IDLE] : begin

if (1i1) next [IDLE] = 1'bl;

else if ( 12) next[S1] = 1'bl;

else if ( 13) next[S2] = 1'bl;

else next [ERROR] = 1'bl;

end

state[S1]:

Example 9 - Next state assignmentsfor simplified one-hot encoding

always @(state or il or i2 or i3 or i4) begin
next = 4'b0;

case (1'bl) // synopsys full case parallel case
~|state: begin // IDLE
if (i1 & 1i2) next [S1] = 1'bl;
if ( i1 & !i2 & 1i3) next[S2] = 1'bl;
if ( i1 & !i2 & !i3) next [ERROR] = 1'bl;
end
state[S1]:

Example 10 - Next state assignmentsfor simplified one-hot with zer o-idle encoding

nrst

Default outputs:
nol=1
02=0
03=0
04=0
err=0

i2*i3

i1*i2

Figure 4 - State Diagram
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FSM Output Generation

Code the output logic either as a separate block of continuous assignments or within the
combinational logic aways block. If the output assignments are coded as part of the
combinational always block, output assignments could also be put into Verilog tasks with
meaningful names, as shown in Figure 5. The tasks are called from within each state in the case
statement.

Isolation of the output assignments makes changes to the output logic easy if modification is
required. It also helpsto avoid the creation of additional unwanted |atches by the synthesis tool.

When placing output assignments inside the combinational always block of a Two-Always Block
State Machine, make default output assignments at the top of the always block, then modify the
appropriate output assignments in the case statement.

l nrst

** all other input
conditions

drive_defaults

task drive_defaults
nol=1
02=0
03=0
04=0
err=0

init_S1

task init_S1 i2*i3
n_ol=0

error_state
02=1 -

task set_S2
02=1
03=1

task drive_S3
04=1

task error_state
err=1

drive_S3

Figure5 - Task State Outputs

In general this method requires less coding than making all output assignments for each state
(case item) and highlights when outputs are supposed to change.
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Mealy and Registered Outputs

Mealy outputs are easily added to the Verilog code either by qualifying an output continuous
assignment:

assign rd out = (state == READ) & !rd strobe n;

or by qualifying an output assignment in the combinational always block:

case (state)

READ: if (!rd strobe n) rd out = 1'bl;

Registered outputs may be added to the Verilog code making assignments to an output using
nonblocking assignments in a sequential always block. The FSM can be coded as one sequential
always block or a second sequential always block can be added to the design.

One-Always Block State Machine

In generdl, the one-always block state machine is slightly more simulation-efficient than the two-
always block state machine since the inputs are only examined on clock changes; however, this
state machine can be more difficult to modify and debug.

When placing output assignments inside the always block of a one-always block state machine,
one must consider the following:

Placing output assignments inside of the always block will infer output flip-flops. It must also be
remembered that output assignments placed inside of the aways block are "next output"
assignments which can be more error-prone to code.

Note: output assignments inside of a sequential always block cannot be Mealy outputs.

Full case/ parallel _case

A case statement is a "select-one-of-many” construct in both Verilog and VHDL. A case
statement is composed of the keyword, case, followed by a case expression that is compared to
subsequent case items. The case items are tested against the case expression, one by one, in
sequential order and when a match between the case expression and one of the case items is
detected, the corresponding actions executed, the rest of the case items are skipped and program
execution resumes with the first statement after the endcase statement.

case (case_expression (with 2" possible combinations))
case _iteml : <action #1>;
case _item2 : <action #2>;
case _item3 : <action #3>;
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case item2™: <action #2"*>;

case _item2": <action #2">;

default: <default action>;
endcase

A full case statement is defined to be a case statement where every possible input pattern is
explicitly defined. A parallel case statement is defined to be a case statement with no overlapping
conditionsin the case items.

VHDL case statements are required to be "full,” which means that every possible case item shall
either be explicitly listed as a case item, or there must be an "others =>" clause after the last-
defined case item. In practice, almost al VHDL case statements utilizing non bit-type data types
include an "others =>" statement to cover the non-binary data patterns.

VHDL case statements are also required to be "parallel,” which means that no case item shall
overlap any other in thelist of case items.

Verilog case statements are not required to be either "full” or "paralléel."

Adding "// synopsys full _case" to the end of a case statement (before any case items are declared)
informs the synthesis tool that all outputs from non-explicitly declared case items should be
treated as "don't-cares" for synthesis purposes.

Adding "/I synopsys parallel_case" to the end of a case statement (before any case items are
declared) informs the synthesis tool that all case items should be tested individually, even if the
case items overlap.

Adding either or both "// synopsys full _case parallel_case" directives to the Verilog FSM source
code is generally beneficial when coding one-hot or one-hot with zero-idle FSMs. In these cases,
it is given that only one bit of the state vector is set and that al other bit-pattern combinations
should be treated as "don't cares.”" It is also given that there should be no overlap in the list of
case items.

Note that the usage of full _case parallel case may cause pre-synthesis design simulations to differ
from post-synthesis design simulations because these directives are effectively giving Synopsys
tools information about the design that was not included in the original Verilog model.

Adding full_case paraléel_case to every case statement in a design is not recommended. The
practice can change the functionality of a design, and can also cause some binary encoded FSM
designsto actually get larger and slower.

Synopsys FSM T ool

The Synopsys FSM tool can be used to experiment with different state encodings styles, such as
binary, gray and one-hot codes. In order to use the FSM tool, the Verilog code must include
Synopsys synthetic comments, plus a few unusual Verilog code statements. The Synopsys FSM
tool isvery strict about how these comments and code segments are ordered and it is very easy to
code this incorrectly for the FSM tooal.
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First, the parameter must include a range (very unusua Verilog coding style). If no range is
included in the parameter declaration, the error message "Declaration of enumeration type
reguires range specification™ will be reported.

Synopsys Error

Correct! Ii

module bug2a (.. module bml s (...

parameter °// synopsys enum code parameter [2:0] // synopsys enum code
IDLE = 3'dO, IDLE = 3'dO,
S1 = 3'd1l, S1 = 3'd1l,
S2 = 3'd2, S2 = 3'd2,
S3 = 3'd3, S3 = 3'd3,
ERROR = 3'd4; ERROR = 3'd4;

// synopsys state vector state
reg [2:0] // synopsys enum code
state, next;

// synopsys state vector state
reg [2:0] // synopsys enum code
state, next;

Error: Declaration of enumeration type requires range specification
near symbol ";" on line 12 in file bug2a.v

Error: Can't read 'verilog' file 'bug2a.v'.

Figure6 - FSM Tool - parameter range

Second, numeric parameter definitions must be sized, otherwise the FSM tool interprets all
numbers as 32-bit numbers and reports an invalid encoding error.

module bug2b (... module bml s (...

parameter [2:0] // synopsys enum code parameter [2:0] // synopsys enum code

IDLE = O, IDLE = 3'dO,

S1 =1 S1 = 3'dl

4 Synopsys Error '

S2 = 2, ynopsy J S2 = 3'dz2,

S3 = 3, :’ S3 = 3'd3,

ERROR = 4; ERROR = 3'd4;

// synopsys state_ vector state
reg [2:0] // synopsys enum code
state, next;

// synopsys state vector state
reg [2:0] // synopsys enum code
state, next;

Correct!

'00000000000000000000000000000000"' for 'IDLE' is not valid.
Can't read 'verilog' file 'bug2b.v'.

Error: Encoding

Error:

Figure7 - FSM Tool - sized numbers
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Third, the required placement of the Synopsys synthetic comments is exactly as shown. The "//
synopsys enum <name>" must be placed after the parameter range declaration and before any of
the parameters are declared,

Correct!

Synopsys Error

module module bug2c module bml s (...

// synopsys enum code parameter [2:0] // synopsys enum code
parameter [2:0] IDLE = 3'dO0, IDLE = 3'dO,

S1 = 3'd1l, S1 = 3'd1l,

S2 = 3'd2, S2 = 3'd2,

S3 = 3'd3, S3 = 3'd3,

ERROR = 3'd4; ERROR = 3'd4;
// synopsys state_ vector state // synopsys state_vector state
reg [2:0] // synopsys enum code reg [2:0] // synopsys enum code
state, next; state, next;

Error: syntax error at or near token 'enum' (File: bug2c.v Line: 7)
Error: Can't read 'verilog' file 'bug2c.v'.

Figure 8- FSM Tool - synopsys enum

a "/ synopsys state vector <state vector name>" Synopsys comment must be placed
immediately before the state-reg declaration and the exact same "// synopsys enum <name>"
comment, used above, must be placed after the reg range declaration but before the state (and
next) declarations. "

module bml s (...
module module bug2d (...
parameter [2:0] // synopsys enum code
parameter [2:0] // synopsys enum code IDLE = 3'd0,
IDLE = 3'dO, S1 = 3'd1l,
1 = 3'dl S2 = 3'dz,
Synopsys Error :2 _ g,gz' S3 = 3'd3
S3 = 3'd3, ERROR = 3'd4;
ERROR = 3'd4;
// synopsys state vector state
reg [2:0] // synopsys state vector state reg [2:0] // synopsys enum code
state, next; // synopsys enum code state, next;

Error: syntax error at or near token 'state vector' (File: bug2d.v Line: 14)
Error: Can't read 'verilog' file 'bug2d.v'.

Figure9- FSM Tool - synopsys state_vector
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Below are example dc_shell commands that are used to invoke the Synopsys FSM tools on a
state machine design.

(read the design)

compile

extract

set fsm encoding style binary

compile

write -f db -hier -output "db/" + DESIGN + " fsm binary.db"
report_area > "rpt/" + DESIGN + " fsm binary.rpt"
create_clock -p 0 clk

report timing >> "rpt/" + DESIGN + " fsm binary.rpt"

(read the design)

compile

extract

set fsm encoding style gray

compile

write -f db -hier -output "db/" + DESIGN + " fsm gray.db"
report area > "rpt/" + DESIGN + " fsm gray.rpt"

create _clock -p 0 clk

report timing >> "rpt/" + DESIGN + " fsm gray.rpt"

(read the design)

compile

extract

set fsm encoding style one hot

compile

write -f db -hier -output "db/" + DESIGN + "_ fsm onehot.db"
report_area > "rpt/" + DESIGN + " fsm_onehot.rpt"
create_clock -p 0 clk

report timing >> "rpt/" + DESIGN + " fsm onehot.rpt"

Example 11 - FSM Tool - dc_shell script
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module bml_s(err, n_ol, 02, 03, 04,

i1, i2, i3, i4, clk, rst);
output err, n _ol, o2, 03, 04;
input i1, i2, 13, i4, clk, rst;
reg err, n_ol, o2, 03, o04;

parameter [2:0] // synopsys enum code

-

Synopsys FSM Tool
synthetic comment

IDLE = 3'doO,
Ss1 = 3'd1,
s2 = 3'dz,
S3 = 3'd3,

ERROR = 3'd4;

// synopsys state_vector state

Highly encoded state-
parameter definitions

reg [2:0] // synopsys enum code
state, next;

always @ (posedge clk or posedge rst)
if (rst) state <= IDLE;
else

state <= next;
always @(state or il or i 13 or i4) begin

next = 3'bx;
err = 0; n ol = 1;
o2 = 0; o3 = 0; o4 = 0;
case (state)
IDLE: begin
next = ERROR;
if (1i1) next = IDLE; \\\“-\\\\\\\\
if (i1 & i2) next = S1;
if (i1 & !'i2 & 13) next = S2;
end
S1: begin
next = ERROR;
if (1i2) next = S1;
if (i2 & i3) next = S2;
if (i2 & !i3 & 14) next = S3;
n ol = 0;
02 = 1; _-"""‘————-—______________________
end
S2: begin
next = ERROR;
if (i3) next = S2;
if (113 & i4) next = S83;
o2 = 1;
o3 = 1;
end
S3: begin
next = S3;
if (!'i1) next = IDLE;
if (i1 & 1i2) next = ERROR;
o4 = 1;
end
ERROR: begin
next = IDLE;
if (i1) next = ERROR;
err = 1;
end
endcase
end
endmodule

Figure 10 - FSM Tool synthetic comments

Synopsys FSM Tool
synthetic comments

next = 2'bx (synthesis
"don't care" assignment)

Initial default output
assignments

Default assignment
followed by parallel if
Sstatements

Only update output
assignments that change
in each state

SNUG 1998
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module bm1_1afp (err, n_ol, 02, 03, 04,

i1, i2, i3, i4, clk, rst);
output err, n_ol, o2, o3, 04;

input i1, i2, 13, i4, clk, rst;
reg err, n_ol, o2, o3, o4; L — Verbose one-hot state-
parameter [4:0] IDLE = 5'b00001, parameter definitions
S1 = 5'b00010,
S2 = 5'b00100,
S3 = 5'b01000,
ERROR = 5'b10000;

reg [4:0] state, next;

always @(posedge clk or posedge rst)
if (rst) state <= IDLE;
else state <= next;

next = 5'bx (synthesis
"don't care" assignment)

always @(state or il
next = 5'bx;

T i3 or i4)

begin

Initial default output
assignments

If/else-if statements

Final else statements

err = 0; n ol = 1;
o2 = 0; o3 = 0; o4 = 0;
case (state) // synopsys full case parallel case
IDLE: begin
if (!11) next = IDLE;
else if ( 12) next = S1;
else if ( i3) next = 82; - |
else next = ERROR;
end
S1: begin
if (112) next = S1;
else if ( i3) next = S2;
else if ( i4) next = S3;
else next = ERROR;
n_ol
o2 =
end
S2: begin
if =
else =
else next = ERROR;
o2 = 1;
o3 = 1;
end
S3: begin
if (!11) next = IDLE;
else if ( 12) next = ERROR;
else next = S3;
o4 = 1;
end
ERROR: begin
if (i1) next = ERROR;
else next = IDLE;
err = 1;
end
endcase
end
endmodule

Figure 11 - Verbose one-hot FSM

Only update output
assignments that change
in each state
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Simplified one-hot state-

module bml_1fpt (err, n_ol, o2, o3, o4, e
i1, i2, i3, i4, clk, rst); _parmetadeflnltlons
output err, n ol, 02, 03, o04; (to index into the state vector)
input i1, i2, 13, i4, clk, rst;
reg err, n_ol, o2, 03, 04;
parameter [4:0] IDLE = 5'dO, \
S1 = 5'd1, / On reset, state <= 5'h0
s2 = 5'd2, followed by state[I DLE] <= 1'b1
S3 = 5'd3,
ERROR = 5'd4;
reg [4:0] state, next;
always @(posedge clk or posedge rs
if (rst) begin
state <= 5'b0;
state [IDLE] <= 1'bl;
end
else state <= next; I nextissettoall O's
always @(state or il or i 30T 14) begin
next = 5'b0;
drive defaults;
case (1'bl)._// synopsys full case parallel case T Synop_wsfull_case parallel_case
state [IDLE] : in helpsinfer amore efficient one-
if i = . K
P : : hot implementation
else if ( i3 = -555““-~\§§\§
ootee - ' | Only set the "one-hot"
bit in the next register
state[S1]: begin
if (1i2) next [S1] =
else if ( 1i3) next[S2] = 1'bl; \\\\\\ C "if t " (1'bl
else if ( i4) next [S3] = 1'b1; ase"if true” (1'01) ...
else next [ERROR] = 1'bl;
init S1; \ ) )
end ... match asingle state bit
state[S2] : begin
if ( 13) next[S2] = 1'bl;
else if ( i4) next[S3] = 1'bl;
else next [ERROR] = 1'bl;
set S2;
end Output task call
state[S3] : begin
if (111) next [IDLE] = 1'bl;
else if ( 12) next [ERROR] = 1'bl;
else next [S3] = 1'bl;
drive S3;
end
state [ERROR] : begin
if (i1) next [ERROR] = 1'bl;
else next [IDLE] = 1'bl;
error_state;
end
endcase

end

task drive defaults;

begin
err = 0
n_ol
o2
o3
o4
end
endtask

Figure 12 - Simplified one-hot FSM wi/task outputs

Descriptive output task
names
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task init S1;

begin
n ol =
o2 = 1;

end

endtask

task set_S2;

begin
o2
o3
end
endtask

1;
1;

task drive S3;

o4 = 1;
endtask

task error_state;
err = 1;

endtask
endmodule

Descriptive output task
name

Descriptive output task
name

_ ]

Figure 13 - Simplified one-hot FSM wi/task outputs (cont.)

\ Descriptive output task
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module bmlo Obfp (err, n ol, o2, o3, o4,
i1, i2, i3, i4, clk, rst);
output err, n_ol, o2, o3, 04;
input i1, i2, 13, i4, clk, rst;
wire err, n_ol, o2, 03, 04;

parameter [4:1] // ERROR
IDLE = 4'd1l,

S1 = 4'dz,
S2 = 4'4ds,
S3 = 4'd4;

reg [4:1] state, next;

always @(posedge clk or posedge rst)
if (rst) begin

state <= 4'b0;
state [IDLE] <= 1'bl;
end

else state <= next;

always @(state_3E_i5_9;,i2_gE~f%—Uf’TZT_BEEI;—_——~"———_

next 4'b0;
case (1'bl)
state [IDLE] :
: (ri1)

// synopsys full_case parallel_ case ~~—~—_|

next [IDLE] 1'bl;

if next [S1]
if
end
state[S1]: begin
if (1i2)

if (12 & 1i3)
if ( 12 & !i3 & 1i4)
end

next [S3]

state[S2] : begin
if (i3)
if (113 & 1i4)

next [S2]
next [S3]

1'bl;

1'bl;

state[S3] : begin
if (14i1) next [IDLE] = 1'bl;
if (i1 & !i2) next [S3] = 1'bl;
end

~|state: begin // ERROR

T~
end ' T~

ERROR state was selected to be
the al O's state

Other states are "one-hot" states

On reset, state <= 4'b0
followed by state[IDLE] <= 1'bl

nextissettoall O's

Synopsys full_case parallel_case
helps infer a more efficient one-
hot implementation

Case "if true" (1'b1) ...

... match asingle state bit

Decode al O's state
(must match case(1'bl))

if (1il) next [IDLE] = 1'bl;
end
endcase
end
assign err = ! (|state);
assign n_ol = ! (state[S1]);
assign o2 = ((state[S1]) || (statelS2]));
assign o3 = (state[S2]);
assign o4 = (state[S3]);
endmodule
Figure 14 - One-hot with zero-idle FSM
SNUG 1998 20
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ABSTRACT

Two of the most over used and abused directives included in Verilog models are the directives
"I/synopsys full_case parallel_case". The popular myth that exists surrounding "full _case
paralel_case" isthat these Verilog directives aways make designs smaller, faster and latch-free.
Thisisfalse! Indeed, the "full_case parallel_case" switches frequently make designs larger and
slower and can obscure the fact that latches have been inferred . These switches can aso change
the functionality of adesign causing a mismatch between pre-synthesis and post-synthesis
simulation, which if not discovered during gate-level ssmulations will cause an ASIC to be taped
out with design problems.

This paper details the effects of the "full_case parallel_case" directives and includes examples of
flawed and inefficient logic that isinferred using these switches. This paper aso gives guidelines
on the correct usage of these directives.



1.0 Introduction

The "full_case parallel_case" commands are two of the most abused synthesis directives
employed by Verilog synthesis design engineers. The reasons cited most often to the author for
using "full_case parallel_case" are:

o "full_caseparalel_case" makes my designs smaller and faster.
e "full_case" removes latches from my designs.
e "paralel_case" removeslarge, slow priority encoders from my designs.

The above reasons are either inaccurate or dangerous. Sometimes these directives don't affect a
design at al, sometimes these switches make a design larger and slower, sometimes these
directives change the functionality of adesign, and these directives are always most dangerous
when they work!

This paper will define "full" and "parallel" case statements, detail case statement usage and show
the effects that the "full_case parallel_case" directives have on synthesized code. An aternate
title for this paper could be: "How to add $200,000 to the cost and 3-6 months to the schedule of
your ASIC design without trying!"

2.0 Case statement definitions

To fully understand how the "full_case parallel_case" directives work, a common set of termsis
needed to describe the different parts of a case statement. This section defines a common set of
terms that will be used to describe case statement functionality throughout the rest of the paper.

2.1 Case statement

In Verilog, acase statement includes all of the code between the Verilog keywords, "case"

("casez", "casex") and "endcase” [1].

A case statement is a sel ect-one-of-many construct that is roughly equivalent to an if-else-if
statement. The general case statement in Figure 1 is equivalent to the general if-else-if statement
shown in Figure 2.

case (case expression)

case iteml : case item statementl;

case item2 : case item statement2;

case item3 : case item statement3;

case item4 : case item statement4;

default : case_item statement5;
endcase

Figure 1 - Case Statement - General Form
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if (case expression
else if (case_expression

case_iteml) case item statementl;
case_item2) case item statement2;
else if (case_expression case_item3) case item statement3;
else if (case_expression case _item4) case item statement4;
else case item statement5;

Figure 2 - If-else-if Statement - General Form

2.2 Case statement header

A case statement header consists of the "case" ("casez", "casex") keyword followed by the case
expression, usually all on one line of code.

When adding "full_case" or "parallel_case" directives to a case statement, the directives are
added as a comment immediately following the case expression at the end of the case statement
header and before any of the case items on subsequent lines of code.

2.3 Caseexpression

A Verilog case expression is the expression enclosed between parentheses immediately following
the "case" keyword. In Verilog, a case expression can either be a constant, such as"1'b1" (one bit
of '1', or "true"), it can be an expression that evaluates to a constant value, or most often it is a bit
or vector of bitsthat are used to compare against case items.

24 Caseitem

The case item is the bit, vector or Verilog expression that is used to compare against the case
expression.

Unlike other high-level programming languages such as 'C', the Verilog case statement includes
implied break statements. The first case item that matches the current case expression causes the
corresponding case item statement to be executed and then all of the rest of the case items are
skipped (ignored) for the current pass through the case statement.

25 Caseitem statement

A case item statement is one or more Verilog statements that are executed if the case item
matches the current case expression.

Unlike VHDL, Verilog case items can themselves be expressions. To simplify parsing of Verilog
source code, Verilog case item statements must be enclosed between the keywords "begin” and
"end" if more than one statement is to be executed for a selected case item. Thisis one of the few
places were Verilog syntax requirements are considered by VHDL -literate engineers to be too
verbose.
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2.6 Casedefault

An optional case "default" can be included in the case statement to indicate what actions to
perform if none of the defined case items matches the current case expression. It is good coding
style to place the case default last, even though the Verilog standard does not requireit.

2.7 Casez

In Verilog there is a casez statement, a variation of the case statement that permits "z" and "?"
values to be treated during case-comparison as "don't care” values. "Z" and "?" aretreated asa
don't careif they are in the case expression and/or if they arein the case item.

More information on the precautions that should be taken when using casez for RTL modeling
and synthesis are detailed by Mills[2].

Guideline: Exercise caution when coding synthesizable models using the Verilog casez statement

[2].

Coding Style Guideline: When coding a case statement with "don't cares,” use a casez statement
and use"?" charactersinstead of "z" charactersin the case items to indicate "don't care bits.

2.8 Casex
In Verilog there is a casex statement, a variation of the case statement that permits"z", "?" and
"x" values to be treated during comparison as "don't care" values. "x", "z" and "?" aretreated asa

don't careif they are in the case expression and/or if they arein the case item.

More information on the dangers of using casex for RTL modeling and synthesis are detailed by
Mills[2]

Guideline: Do not use casex for synthesizable code [2].

3.0 What isa"full" case statement?

A "full" case statement is a case statement in which all possible case-expression binary patterns
can be matched to a case item or to a case default. If a case statement does not include a case
default and if it is possible to find a binary case expression that does not match any of the defined
case items, the case statement is not "full."

3.1 Synopsys case statement reports - "full _case"

For each case statement that is read by Synopsys tools, a case statement report is generated that

indicates one of the following conditions with respect to the "full" nature of a each case
statement:

SNUG’ 99 Boston 4 "full_case parallel_case", the Evil Twins
Rev 1.1



e Full / auto (Figure 3) - Synopsys tools have determined that the case statement as coded is
“full."

Statistics for case statements in always block at line ...

Figure 3 - full / auto - Case statement is "full"

e Full / no (Figure 4) - The case statement was not recognized to be "full" by Synopsys.

Statistics for case statements in always block at line ...

Figure 4 - full / no - Case statement not "full"

e Full / user (Figure5) - A Synopsys "full_case" directive was added to the case statement
header by the user.

Statistics for case statements in always block at line ...

Figure 5 - full / user - "// synopsys full_case" added to the case header

3.2 HDL "full" case statement

From an HDL simulation perspective, a"full" case statement is a case statement in which every
possible binary, non-binary and mixture of binary and non-binary patternsisincluded as a case
item in the case statement. Verilog non-binary values are, and VHDL non-binary values include,
"z" and "x" and are called metalogical characters by both the IEEE Draft Standard For VHDL
RTL Synthesis[3] and the IEEE Draft Standard For Verilog RTL Synthesis[4].

3.3 Synthesis"full" case statement

From a synthesis tool perspective, a"full" case statement is a case statement in which every
possible binary pattern isincluded as a case item in the case statement.
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Verilog does not require case statements to be either synthesis or HDL simulation "full,” but
Verilog case statements can be made full by adding a case default. VHDL requires case
statements to be HDL simulation "full," which generally requires an "others" clause.

Example 1 shows a case statement, with case default, for a 3-to-1 multiplexer. The case default
causes the case statement to be "full." During Verilog simulation, when binary pattern 2’b11 is
driven onto the select lines, the y-output will be driven to an unknown, but the synthesis will treat
the y-output as a "don't care" for the same select-line combination, causing a mismatch to occur
between simulation and synthesis. To insure that the pre-synthesis and post-synthesis simulations
match, the case default could assign the y-output to either a predetermined constant value, or to
one of the other multiplexer input values.

module mux3c (y, a, b, c, sel);

output Y

input [1:0] sel;
input a, b, c;
reg Yy

always @(a or b or ¢ or sel)
case (sel)

2'b00: y = a;
2'b01: y = b;
2'bl0: y = Cc;
default: y = 1'bx;
endcase
endmodule

Example 1 - A case default, "full" case statement

Statistics for case statements in always block at line 7 in file
'L .. /mux3c.v'

Figure 6 - Case statement report for a case statement with a case default

3.4 Non-"full" case statements

Example 2 shows a case statement for a 3-to-1 multiplexer that is not "full." The case statement
does not define what happens to the y-output when binary pattern 2'b11 is driven onto the select
lines. In this example, the Verilog simulation will hold the last assigned y-output value and
synthesiswill infer alatch on the y-output as shown in the latch inference report of Figure 7.
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module mux3a (y, a, b, c, sel);

output Y

input [1:0] sel;
input a, b, c;
reg yi

always @(a or b or ¢ or sel)
case (sel)

2'b00: y = a;
2'b01: y = b;
2'b10: y = c;
endcase
endmodule

Example 2 - Non-full case statement

Statistics for case statements in always block at line 7 in file

'.../mux3a.v'
| Line | full/ parallel |
| 9 | no/auto

Inferred memory devices in process
in routine mux3a line 7 in file
'L, ./mux3a.v'.

Figure 7 - Latch inference report for non-full case statement

3.5 Synopsys"full_case"

Synopsys tools recogni ze two directives when added to the end of a Verilog case header. The
directives are "// synopsys full_case parallel_case." The directives can either be used together or
an engineer can elect to use only one of the directives for a particular case statement. The
Synopsys "parallel _case" directive is described in section 4.4.

When "// synopsys full_case" is added to a case statement header, there is no change in the
Verilog simulation for the case statement, since "// synopsys ..." isinterpreted to be nothing more
than a Verilog comment; however, Synopsys parses all Verilog comments that start with "/
synopsys ..." and interprets the "full_case" directive to mean that if a case statement is not "full”
that the outputs are "don't care's’ for al unspecified case items. If the case statement includes a
case default, the "full _case" directive will beignored.

Example 3 shows a case statement for a 3-to-1 multiplexer that is not "full” but the case header
includes a"full_case" directive. During Verilog simulation, when binary pattern 2'b11 is driven
onto the select lines, the y-output will behave as if it were latched, the same asin Example 2, but
the synthesis will treat the y-output as a"don't care” for the same select-line combination,
causing a functional mismatch to occur between simulation and synthesis.
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module mux3b (y, a, b, c, sel);

output Y

input [1:0] sel;
input a, b, c;
reg Yy

always @(a or b or c or sel)
case (sel) // synopsys full case

2'b00: y = a;
2'b01: y = b;
2'b10: y = c;
endcase
endmodule

Example 3 - Non-full case statement with "full_case" directive

Warning: You are using the full case directive with a case statement in which not all cases
are covered.

Statistics for case statements in always block at line 7 in file
'L .. /mux3b.v'

Figure 8 - Case statement report for a non-full case statement with "full_case" directive

4.0 What isa"parallel" case statement?

A "paraléel" case statement is a case statement in which it is only possible to match a case
expression to one and only one case item. If it is possible to find a case expression that would
match more than one case item, the matching case items are called "overlapping” case items and
the case statement is not "paralléel.”

4.1 Synopsys case statement reports - "parallel _case"
For each case statement that is read by Synopsys tools, a case statement report is generated that
indicates one of the following conditions with respect to the "parallel" nature of each case

statement:

e Pardlel / no (Figure 9) - The case statement was not recognized to be "parallel” by Synopsys.

Statistics for case statements in always block at line ...

Figure 9 - parallel / no - Case statement not "parallel”
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e Pardle / auto (Figure 10) - Synopsys tools have determined that the case statement as coded
is"parallel.”

Statistics for case statements in always block at line ...

Figure 10 - parallel / auto - Case statement is "parallel”

o Pardlel /user (Figure 11) - A Synopsys "parallel_case" directive was added to the case
statement header by the user.

Statistics for case statements in always block at line ...

Figure 11 - parallel / user - "// synopsys parallel_case" added to the case header

4.2 Non-paralléel case statements

Example 4 shows a casez statement that is not parallel because if the 3-bit irq busis 3'b011,
3'b101, 3'b110 or 3'b111, more than one case item could potentially match the irq value. This
will smulate like a priority encoder whereirg[2] has priority over irq[1], which has priority over
irq[0]. This example will aso infer apriority encoder when synthesized.

module intctlla (int2, intl, int0, irq):

output int2, intl, into0;
input [2:0] irqg;
reg int2, intl, into0;

always @(irq) begin
{int2, intl, int0} = 3'bO;
casez (irq)

3'bl??: int2 = 1'bl;
3'b?1?: intl = 1'bl;
3'b??1: int0 = 1'bl;
endcase
end
endmodule
Example 4 - Non-parallel case statement
SNUG’ 99 Boston 9 "full_case parallel_case", the Evil Twins
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Statistics for case statements in always block at line 6 in file
'.../intctlla.v'

Figure 12 - Case statement report for Example 4

4.3 Pardld case statements

Example 5 isamodified version of Example 4 such that each of the case itemsis now unique and
therefore parallel. Even though the case items are parallel, this example happensto infer priority
encoder logic when synthesi zed.

module intctl2a (int2, intl, int0, irqg):;

output int2, intl, intoO;
input [2:0] irg;
reg int2, intl, into0;

always @(irg) begin
{int2, intl, int0} = 3'bO;
casez (irq)

3'b1l??: int2 = 1'bl;
3'b01?: intl = 1'bl;
3'b001: int0 = 1'bl;
endcase
end
endmodule

Example 5 - Parallel case statement

Statistics for case statements in always block at line 6 in file
'.../intctl2a.v’

Figure 13 - Case statement report for Example 5

4.4 Synopsys "parallel_case"

Example 6 is the same as Example 4 except that a Synopsys "parallel_case" directive has been
added to the case header. This example will simulate like a priority encoder but will infer non-
priority encoder logic when synthesized.
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module intctllb (int2, intl, intO, irq):
output int2, intl, into0;
input [2:0] irqg;
reg int2, intl, into0;

always @(irq) begin
{int2, intl, intO0} = 3'bO;
casez (irq) // synopsys parallel case

3'b1l??: int2 = 1'bl;
3'b?1?: intl = 1'bl;
3'b??1: int0 = 1'bl;
endcase
end
endmodule

Example 6 - Non-parallel case statement with "parallel_case" directive

which some case-items may overlap

Statistics for case statements in always block at line 6 in file
'.../intctllb.v"'

Warning: You are using the parallel case directive with a case statement in

Figure 14 - Case statement report for Example 6

In Example 6, the "parallel_case" directive has "worked" and now the synthesized logic does not

match the Verilog functional model.

45 A "pardlel" case statement with "parallel_case" directive

The casez statement in Example 7 is parallel! If a"parallel_case" directive is added to the casez
statement, it will make no difference. The design will synthesize the same as without the

"parallel_case" directive.

The point is, the "parallel_case" directive is always most dangerous when it works! When it does
not work, it isjust extra characters at the end of the case header.

SNUG’ 99 Boston
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module intctl2b (int2, intl, int0, irq):

output int2, intl, into0;
input [2:0] irqg;
reg int2, intl, into0;

always @(irq) begin
{int2, intl, intO0} = 3'bO;
casez (irq) // synopsys parallel case

3'b1l??: int2 = 1'bl;
3'b01?: intl = 1'bl;
3'b001: int0 = 1'bl;
endcase
end
endmodule

Example 7 - Parallel case statement with "parallel_case" directive

4.6 Verilog & VHDL case statements

VHDL case statements are required to have no overlap in of any case items, are therefore
"parallel" and cannot infer priority encoders. VHDL case items are constants that are used to
compare against the VHDL case expression. For this reason, it isaso easy to parse multiple
VHDL case item statements without the need to include "begin" and "end" keywords for case
item statements.

Verilog case statements are permitted to have overlapping case items. Verilog case items can be
separate and distinct Boolean expressions where one or more of the expressions can evaluate to
"true" or "false.” In those instances where more than one case item can match a"true” or "false"
case expression, the first matching case item has priority over subsequent matching case items;
therefore, the corresponding priority logic will be inferred by synthesis tools.

Verilog casez and casex statements can also include case items with constant vector expressions
that include "don't-cares" that would permit a case expression to match multiple case_itemsin
the casez or casex statements, also inferring a priority encoder.

If all goeswell, "full_case parallel_case" will do nothing to your design, and it will work fine.
The problem happens when "full_case parallel_case" DO work to change the functionality of
your design or increase the size and area of your design.

There is one other style of Verilog case statement that frequently infers a priority encoder. The
styleisfrequently referred to asthe "case if true” or "reverse case” statement coding style.

This case statement style evaluates expressions for each case item and then tests to see of they are
"true" (equal to 1'bl). Thiscoding style is used to infer very efficient one-hot finite state
machines, but is otherwise a somewhat dangerous coding practice.
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4.7 Coding priority encoders

Non-parallel case statementsinfer priority encoders. It is apoor coding practice to code priority
encoders using case statements. It is better to code priority encoders using if-else-if statements.

Guideline: Code al intentional priority encoders using if-else-if statements. It iseasier for a
typical design engineer to recognize a priority encoder when it is coded as an if-else-if statement.

Guideline: Case statements can be used to create tabular coded parallel logic. Coding with case
statements is recommended when atruth-table-like structure makes the Verilog code more
concise and readable.

Guideline: Examine al synthesistool case-statement reports [5].

Guideline: Change the case statement code, as outlined in the above coding guidelines, whenever
the synthesis tool reports that the case statement is not parallel (whenever the synthesis tool
reports "no" for "parallel_case") [5].

Although good priority encoders can be inferred from case statements, following the above
coding guidelines will help to prevent mistakes and mismatches between pre-synthesis and post-
synthesis simulations.

5.0 Synthesis coding styles

Sunburst Design Assumption: it is generally a bad coding practice to give the synthesis tool
different information about the functionality of adesign than is given to the ssmulator.

Whenever either "full _case" or "parallel_case" directives are added to the Verilog source code,
more information is potentially being given about the design to the synthesis tool than is being
given to the simulator.

Guideline: In general, do not use "full_case parallel_case" directives with any Verilog case
statements.

Guideline: There are exceptions to the above guideline but you better know what you're doing if
you plan to add "full _case parallel_case" directivesto your Verilog code.

Guideline: Educate (or fire) any employee or consultant that routinely adds "full _case

parallel _case" to all case statementsin their Verilog code, especially if the project involves the
design of medical diagnostic equipment, medical implants, or detonation logic for thermonuclear
devices!

Guideline: only use full _case parallel_case to optimize onehot FSM designs.

Other exceptions might exist and will be acknowledged by the author as they are discovered.
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6.0 Latch example using "full_case"

Myth: "// synopsys full_case" removes all latches that would otherwise be inferred from a case
statement.

Truth: The"full_case" directive only removes latches from a case statement for missing case
items. One of the most common ways to infer alatch is to make assignments to multiple outputs
from a single case statement but neglect to assign al outputs for each case item. Even adding the
"full_case" directive to thistype of case statement will not eliminate latches [6].

Example 8 shows Verilog code for a simple address decoder that will infer alatch for the mceQ_n
mcel nand rce_n outputs, despite the fact that the "full _case" directive was used with the case
statement. In this example, the case statement is "full” but not all outputs are assigned for each
case item; therefore, latches were inferred for al three outputs. The easiest way to eliminate
latches isto make initial default value assignmentsto all outputs immediately beneath the
sengitivity list, before executing the case statement, as shown in Example 9.

module addrDecodela (mce0 n, mcel n, rce n, addr);

output mce0_n, mcel n, rce_n;
input [31:30] addr;
reg mce0 n, mcel n, rce n;

always @ (addr)
casez (addr) // synopsys full case

2'b10: {mcel n, mce0 n} = 2'bl0;
2'b11l: {mcel n, mce0 n} = 2'b01;
2'b0?: rce n = 1'b0;
endcase
endmodule

Example 8 - "full_case" directive with latched outputs

Statistics for case statements in always block at line 6 in file
...'addrDecodela.v'

Inferred memory devices in process
in routine addrDecodela line 6 in file
..'addrDecodela.v'.

| mce0 n_reg | Latch | 1 | - ] - |~ | N |- |- 1]-
| mcel _n_reg | Latch | 1 | - |- |~ | N |- |- |-
| rce n_reg | Latch | | - ] - |~ | N |- |- 1]-+-

Figure 15 - Case statement report and latch report for "full_case" latched example
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module addrDecodeld (mce0 n, mcel n, rce n, addr);

output mce0 n, mcel n, rce n;
input [31:30] addr;
reg mce0 n, mcel n, rce n;

always @(addr) begin
{mcel n, mce0 n, rce n} = 3'blll;
casez (addr)
2'b10: {mcel n, mce0 n} = 2'bl0;
2'bll: {mcel n, mce0 n} = 2'b01l;
2'b07?: rce n = 1'b0;
endcase
end
endmodule

Example 9 - Initial default value assignments to remove latches

Statistics for case statements in always block at line 6 in file
...'addrDecodeld.v'

Figure 16 - Case statement report for Example 9

7.0 Synopsys warnings

When Verilog files are read by design_analyzer or dc_shell, Synopsys issues warnings when the
"full_case" directiveis used with a case statement that was not "full" (see Synopsys "full_case"
description in section 3.5).

Example 10 shows a non-full case statement with "full _case" directive. Figure 17 shows the
warning that is reported when the "full _case" directive is used with a non-full case statement.

module fcasewarnlb (y, d, en);
output y;
input d, en;
reg Vi

always @(d or en)
case (en) // synopsys full case
1'bl: y = 4d;

endcase
endmodule
Example 10 - Non-full case statement with "full_case" directive
SNUG’ 99 Boston 15 "full_case parallel_case", the Evil Twins
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"Warning: You are using the full case directive with a case statement in which not all
cases are covered."

Statistics for case statements in always block

at line 6 in file ..."/fcasewarnlb.v"
| Line | full/ parallel |
| 8 | user/auto |

Figure 17 - Synopsys "full_case" warning

Thewarning in Figure 17 isreally saying, "watch out! the full _case directive might work and
cause your design to break!!" Unfortunately this warning is easy to miss when running a
synthesis script and the design might be adversely affected by the "full_case" directive.

Similarly, when Verilog files are read by design_analyzer or dc_shell, Synopsys issues warnings
when the "parallel_case" directive is used with a case statement that was not "parallel.” (see
Synopsys "parallel_case" description in section 4.4).

Example 11 shows a non-parallel case statement with "parallel_case" directive. Figure 18 shows
the warning that is reported when the "parallel_case" directive is used with a non-parallel case
statement.

module pcasewarnlb (y, z, a, b, ¢, d);
output y, z;
input a, b, ¢, 4;
reg Y, Z;

always @(a or b or ¢ or d) begin
{y,z} = 2'b00;
casez ({a,b,c,d}) // synopsys parallel case

4'bll??: y = 1'bl;
4'b??11: z = 1'bl;
endcase
end
endmodule

Example 11 - Non-parallel case statement with "parallel_case" directive

"Warning: You are using the parallel case directive with a case statement in which some
case-items may overlap."

Statistics for case statements in always block
at line 6 in file ..."/pcasewarnlb.v"

Figure 18 - Synopsys "parallel_case" warning
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Thewarning in Figure 18 isreally saying, "watch out! the parallel_case directive might work
and cause your design to break!!" Unfortunately this warning, like the "full_case" warning, is
also easy to miss when running a synthesis script and the design might be adversely affected by
the "paralel_case" directive.

8.0 Actual "full_case" design problem

The 2-to-4 decoder with enable in Example 12, uses a case statement that is coded without using
any synthesis directives. The resultant design was a decoder built from 3-input and gates and
inverters. No latch isinferred because all outputs are given a default assignment before the case
statement. For this example, the pre-synthesis and post-synthesis designs and simulations
matched. The 2-to-4 decoder with enable in Example 13, uses a case statement with the
"full_case" synthesis directive. Because of this synthesis directive, the enable input (en) was
optimized away during synthesis and left as a dangling input. The pre-synthesis simulation
results of modules codeda and codedb matched the post-synthesis simulation results of module
codeda, but did not match the post-synthesis simulation results of module code4b [2].

// no full case
// Decoder built from four 3-input and gates
// and two inverters
module code4a (y, a, en);
output [3:0] y;
input [1:0] a;
input en;
reg [3:0] y;

always @(a or en) begin
y = 4'h0;
case ({en,a})

3'bl 00: y[a]l] = 1'bl;
3'bl 01: yl[al] = 1'bl;
3'bl 10: yl[al] = 1'bl;
3'bl_11: ylal = 1'bl;
endcase
end
endmodule

Example 12 - Decoder example with no "full_case" directive

Statistics for case statements in always block at line 9 in file
'.../code4a.v'

Figure 19 - Case statement report for Example 12

SNUG’ 99 Boston 17 "full_case parallel_case", the Evil Twins
Rev 1.1



// full case example
// Decoder built from four 2-input nor gates
// and two inverters
// The enable input is dangling (has been optimized away)
module code4b (y, a, en);
output [3:0] y;
input [1:0] a;
input en;
reg [3:0] vy

always @(a or en) begin
y = 4'h0;
case ({en,a}) // synopsys full case

3'bl 00: yl[al] = 1'bl;
3'bl 01: ylal] = 1'bl;
3'bl 10: ylal] = 1'bl;
3'bl 11: ylal] = 1'bl;
endcase
end
endmodule

Example 13 - Decoder example with "full_case" directive

Warning: You are using the full case directive with a case statement in which
not all cases are covered

Statistics for case statements in always block at line 10 in file
'.../code4b.v'

Figure 20 - Case statement report for Example 13

9.0 Actual "parallel _case" design problem

One consultant shared the experience where "parallel_case" was added to the Verilog code for a
large ASIC design to remove stray priority encoders and infer a smaller and faster design. The
Verilog case statement was coded as a priority encoder and all RTL simulations worked
correctly. Unfortunately, the gate-level design without priority encoder did not function correctly
and the gate-level simulations did not catch the problem. This ASIC had to be re-designed,
costing $100,000's of actual dollars, delayed product release, and unknown lost dollars for being
months late to market.
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10.0 Summary of guidelines and conclusions
Summary of guidelines and conclusions

Guideline: Exercise caution when coding synthesizable models using the Verilog casez statement

[2].
Guideline: Do not use casex for synthesizable code [2].

Guideline: In general, do not use "full_case parallel_case" directives with any Verilog case
statements.

Guideline: There are exceptions to the above guideline but you better know what you're doing if
you plan to add "full _case parallel_case" directivesto your Verilog code.

Guideline: Code al intentional priority encoders using if-else-if statements. It iseasier for a
typical design engineer to recognize a priority encoder when it is coded as an if-else-if statement.

Guideline: Coding with case statements is recommended when a truth-table-like structure makes
the Verilog code more concise and readable.

Guideline: Examine all synthesis tool case-statement reports[5].

Guideline: Change the case statement code, as outlined in the above coding guidelines, whenever
the synthesis tool reports that the case statement is not parallel (whenever the synthesis tool
reports "no" for "paralel_case") [5].

Guideline: only use full _case parallel_case to optimize onehot FSM designs.

Coding Style Guideline: When coding a case statement with "don't cares,” use a casez statement
and use"?"' charactersinstead of "z" charactersin the case itemsto indicate "don't care" bits.

Guideline: Educate (or fire) any employee or consultant that routinely adds "full _case
paralel _case" to all case statementsin their Verilog code.

Conclusion: "full _case" and "parallel_case" directives are most dangerous when they work! It is
better to code afull and paralel case statement than it is to use directives to make up for poor
coding practices.
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fsm_perl: A Script to Generate RTL Codefor State
M achines and Synopsys Synthesis Scripts

Clifford E. Cummings

Sunburst Design, Inc.

ABSTRACT

Coding aVerilog RTL model of a state machine requires significant effort to generate an
efficient synthesizable implementation. There are a number of different coding styles that can
yield different results with varying degrees of efficiency. Because of the effort required to code a
Verilog state machine, an engineer typically makes a guess as to which coding style will yield a
good implementation and then rarely experiments with other styles after the first model simulates
correctly.

This paper details anew and highly abbreviated language for coding a state machine and then
describes the use of a Perl script called fsm_perl to turn the abbreviated code into a variety of
synthesizable models for synthesis experimentation.

The fsm_perl also generates an accompanying dc_shell script to synthesize and compare the area
and timing of each synthesized implementation.



1.0 Introduction

Coding a Finite State Machine (FSM) is not a difficult task but does involve afair amount of
typing. Efficient Verilog coding styles are well known but which FSM state-encoding style will
give the best resultsis not obvious. The ability to easily generate different Verilog FSM designs
and the accompanying synthesis scripts was the reason fsm_perl was developed. Fsm_perl isa
freely available Perl script designed to make Finite State Machine (FSM) coding,
experimentation and synthesis easy and efficient. Instructions on how to download fsm_perl from
the Sunburst Design web site are included at the end of this paper.

fsm_perl
source code

fsm perl <options> fsml

e

Synopsys
synthesis script

Verilog
FSM file

fsml.scr

module fsml (...

foreach (...) {

}

endmodule

¢ shell -f fsml.scr

d
Figure 1l - fsm_per| Design Flow

Figure 1 showsthe basic fsm_perl design flow. An fsm_perl sourcefileis coded using any text
editor, and then the source file is compiled using the fsm_perl command. Fsm_perl generates two
files, the synthesizable Verilog source code file and a Synopsys synthesis script. The Synopsys
synthesis script can then be run using dc_shell to read and compile the Verilog FSM code,
produce a Verilog gate-level netlist, produce the corresponding SDF timing file and an
arealtiming report file.
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2.0 Basicfsm_perl Syntax

The fsm_perl syntax was designed to make FSM coding simple, compact and easily interpreted;
indeed, the fsm_perl syntax was intended to be easier to read and maintain than an equivalent
Verilog source file for the same FSM. To this end, the basic fsm_perl syntax largely revolves
around triplets to describe state diagram transition arcs.

In its most basic form, an fsm_perl source code file consists of state names, followed by one or
more triplets consisting of input statements, next state values and Mealy- or M oore-output(s)
assignments. Specifying all three fieldsis not required for every triplet. Legal triplet
combinations are detailed in section 5.

3.0 State Namesand Encodings

Each state in the state machine must appear as a left-side argument to a state-separator operator
(apair of adjacent colons ::). Only one adjacent colon-pair is permitted for each defined state
and no white space is permitted between the colons.

State name example:
IDLE: :
READ: :
WAIT: :
DONE: :

Thefirst state listed will be the reset-state (the state that the state machine will go to on reset).

The state names may be optionally followed by a binary state encoding enclosed within
parentheses between the state name and the state-separator operator.
State name and encoding example:

IDLE (00) ::
READ (01) ::
WAIT (11) ::
DONE (10) ::

If user-defined state encodings are specified, then all of the states must specify a user-defined
state encoding; otherwise, fsm_perl will report a state encoding error.

4.0 Triplets

Triplets are one or more comma-separated groups consisting of input statements, next state
values and Mealy or Moore outputs assignments. Specifying all three fieldsis not required for
every triplet. Legal triplet combinations are detailed in section 5. Triplets must appear as aright-
side argument to a state-separator operator (::).
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5.0 Legal Triplet Statements

51 (Input)

The input statement is enclosed in parentheses ()'s and is an expression that is used as a Boolean
test. The code between the parentheses must be legal Verilog code since this expression will be
copied directly into the Verilog code generated by fsm_perl. At thistime, fsm_perl does no
syntax checking of the Verilog expression between the parentheses; therefore, a Verilog syntax
error placed in the fsm_perl source code will be written to the generated Verilog output file and
will not be detected until the Verilog output file is compiled.

Triplet
(Input) || Next | {Outputs}

IDLE  :: ...

CFG WR :: ( nIRDY) CFG WR {reg we=0},
(!nIRDY) TURN AR {reg we=1},
{nDEVSEL=0, nTRDY=0};

TURN AR:: ...

nIRDY
/reg_we=0 Input condition
T

nDEVSEL =0
Mealy output .

NTRDY =0

Moore outputs

nIRDY

Input condition . ¥ /reg_we=1
Mealy output
dperl Triplets

5.2 Next State
The next state statement is not enclosed in either parentheses or curly braces. The next state value
must exactly match one of the state names used in the fsm_perl source code.

5.3 {Outputs}
Output statements are one or more Mealy outputs enclosed in curly braces {}'s or one or more
Moore outputs enclosed in curly braces {}'s.
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5.3.1 {Mealy Outputs}

Mealy outputs are enclosed within curly braces{}'s and must follow either an input statement, or
an input statement and a next state statement. Mealy outputs are a function of the present state
and one or more inputs, so if anext state is specified but an input statement is missing, inclusion
of an output statement isillegal and fsm_perl issues a syntax error and halts. An output statement
by itself with no input statement and no next state statement is alegal Moore output since Moore
outputs are not dependent on either inputs or next state transitions.

Only one Mealy output statement is permitted for each state diagram transition-arc triplet.
Multiple Mealy output definitions per transition-arc are coded as comma separated output
assignments enclosed within one set of curly braces.

5.3.2 {Moore Outputs}

Moore outputs are enclosed within curly braces{}'s and are not preceded by either an input
statement or a next state statement. Only one Moore output statement is permitted for each
defined state. An fsm_perl syntax error is reported if more than one Moore output is detected per
state definition.

5.4 Polaritiesand Bus Assignments

Input expressions are copied directly to the generated Verilog output code and input expressions
are parsed to detect input vectors. A vector range should be included in the first input vector
expression in the fsm_perl source file. Subsequent vector expressions do not require arange
specification. Whenever arange specification is found in the input expression, fsm_perl tests the
range to determine if anew minimum or maximum range val ue has been specified and updates
the stored identifier range if anew minimum or maximum limit is detected.

Output expressions are parsed to determine both vector ranges (if the output is a non-scalar
output) and default assignment value.

Fsm_perl has a source code directive that permits more control over vector declarations and
default assignments. The directive is called "//fsm default” and is explained in more detail in
section 7.4.

5.5 Comments
Fsm_perl only recognizes the Verilog single-line comment style (//). Everything in the fsm_perl
source file from "//" to the end of the lineis considered a comment.
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6.0 Simple Example

fsm_perl syntax

X

IDLE :: (req) BBUSY,
IDLE;

Inrst

BBUSY:: (dly && done) BWAIT,
(!dly && done) BFREE,
BBUSY,

{gnt}; ldone

BWAIT:: (!dly) BFREE,
BWAIT,
{gnt};

Idly && done
BFREE:: (req) BBUSY,

IDLE;
Idly dly && done
Figure 3 - fsm_perl Code with Correspondin edﬂ&éfram
Reset state is listed first Figure 3 shows the state diagram for asimple 4-
/ state, Moore state machine.
IDLE :: (req) BBUSY,
IDLE; 6.1 IDLE State

Since there are two transition arcs leaving the
1pLE State, there will be two triplets to describe
these arcs. The first triplet:

Figure 4 shows the fsm_perl syntax for the 1pLE
state of the state machine.

IDLE :: (req) BBUSY,

indicatesthat if req istrue, atransition to the

BBUSY BBUSY State will occur. The second triplet:
IDLE;
Figure4 - IDLE State Definition could have been coded as (1req) IDLE; but for

this example, a default next-state transition
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triplet was used, indicating that there will be atransition to the 1oL state unless req istrue, in
which case the transition to Bsusy will occur.

The 1pLE state does not list any outputs. This means that this state will use the default reset
output assignments, as determined by the other output assignmentsin the fsm_perl sourcefile.

6.2 BBUSY State

BBUSY:: (dly && dome) BWAIT, Figure 5 shows the fsm_perl syntax for the Bus
(1dly && done) BFREE, BUSY (sBusy) state of the state machine.
BBUSY,
{gnt}; The sBUsY state has one Moore and no Mealy
d outputs. The output gnt isthe first occurrence
aone . .
of this output in the fsm_perl code; therefore,
this output is assumed to have a default-reset
\dly && done value opposite to the assigned value in this

state. The default value for gnt will bea o after
dly && done reset, and isassigned to 1 for the Beusy State.
The BBUSY State also has three transition arcs
leaving this state so there will be three triplets
in the fsm_perl code to describe these arcs. The

Figure5 - BBUSY State Definition ) k
first triplet:

(dly && done) BWAIT,

indicatesthat if a1y and done are both true, atransition to the swarT state will occur. The
second triplet:

(!dly && done) BFREE,

indicatesthat if d1y isnot true and done iStrue, atransition to the srree state will occur. The
third triplet:

BBUSY,

could have been coded as (1done) BBUSY; but for this example, a default next-state transition
triplet was used, indicating that there will be atransition to the BBusy state unless done isfalse,
in which case atransition to one of the other two destination states will occur. There is one more
triplet without either an input or a next state statement:

{gnt};

Thistriplet represents the Moore output for the BBusy state, which was described above.
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BWAIT:: (!dly) BFREE,
BWAIT,
{gnt};

BWAIT,

6.3 BWAIT State

Figure 6 shows the fsm_perl syntax for the Bus
WAIT (swazT) State of the state machine.

The BwazT state has one Moore and no Mealy
outputs. The output:

{gnt};
isassigned to 1 for the BwaIT State.

The BwazT State also has two transition arcs
leaving this state so there will be two tripletsin
the fsm_perl code to describe these arcs. The
first triplet:

(!dly) BFREE,

indicatesthat if a1y isnot true, atransition to
the BrrEE State will occur. The second triplet:

could have been coded as (d1y) BwarT; but for this example, a default next-state transition

BFREE:: (req) BBUSY,
IDLE;

Figure 7 - BFREE State Definition

SNUG 1999
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triplet was used, indicating that there will be a
transition to the BwazT state unless diy isfalse,
in which case the transition to the BFREE State
will occur.

6.4 BFREE State

Figure 7 shows the fsm_perl syntax for the Bus
FREE (BFrEE) state of the state machine.

The BFrEE State has two transition arcs leaving
this state so there will be two tripletsin the
fsm_perl code to describe these arcs. The first
triplet:

(req) BBUSY,

indicates that if req istrue, atransition to the
BBUSY State will occur. The second triplet:

IDLE;

fsm_perl



could have been coded as (1req) IDLE; but for this example, a default next-state transition
triplet was used, indicating that there will be atransition to the oL State unless req iStrue, in
which case the transition to the seusy state will occur.

7.0 Fsm_perl Directives

Although fsm_per| is able to extract most of the information from the fsm_perl source code,
"fsm" options can be specified to ater the default settings used by fsm_perl.

The fsm_perl user-selected defaults can be changed by adding directives (synthetic comments) to
the fsm_perl source code. An fsm synthetic comment must start with "//fsm". No spaceis
permitted between the "//" and "fsm". Legal "//fsm" commands are listed below.

7.1 /lfsm clock
By default, fsm_perl generates Verilog code with clock name "clk™ and "posedge” polarity. These
values can be changed by adding an fsm synthetic comment to the fsm_perl source code of the

form:
//fsm clock [negative polaritylnew clock name

Examples: //fsm clock !clock (low-true "clock")
//fsm clock CLK (high-true "CLK")

Negative edge polarities are specified by preceding the clock signal name with either "!" or "~".

7.2 [lfsm period

The //fsm period directive is the only fsm_perl directive that does not affect the generated
Verilog code. The "period” directive helps specify clock constraints for the generated Synopsys
synthesis script. By default, fsm_perl generates a synthesis script with no clock constraints.

A clock constraint can be added to the Synopsys synthesis script by adding an fsm synthetic

comment to the fsm_perl source code of the form:
//fsm period clock period

Examples: //fsm period 20 ("create clock clk -period 20")

//Efsm clock CK
//fsm period 10 ("create clock CK -period 10")

7.3 /lfsmreset
By default, fsm_perl generates Verilog code with reset name "nrst" and "negedge” polarity. These
values can be changed by adding an fsm synthetic comment to the fsm_perl source code of the

form:
//fsm reset [negative polaritylnew reset name

Examples: //fsm reset l!rst N (low-true "rst N")
//fsm reset reset (high-true "reset")

Negative edge polarities are specified by preceding the clock signal name with either "!" or "~".
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7.4 [lfsm default

Fsm_perl extracts scalar or vector information from the fsm_perl source and makes a default
assignment when the outputs are assigned within the combinational always block. The default
assignment value is determined by the scalar polarity or vector assignment value of each
identifier that is found in the fsm_perl source code. The first time an output identifier isfound,
fsm_perl assumes that an assignment other than the reset-default is being made. Scalar reset-
defaults are set to the opposite polarity of the first scalar assignment and vector reset-defaults
outputs are assigned to al 0's. For example:

sl :: S2,
{y1}:

State s1 unconditionally transitions to state s2 on the next clock edge and State s1 has one scalar
Moore output, y1, that is set to 1'b1; therefore, fsm_perl assumes the reset-default setting for the
y1 output must have been 1'vo0. This assumption means that only when the output is assigned to
anon-default value, must the output assignment be specified in the fsm_perl source code.

When an fsm_perl source file includes vector assignments and Mealy output assignments,
fsm_perl might assume an incorrect reset-default output assignment value. //fsm default can be
used to change the reset-default output assignment value. For the above example, if y1 should be
set to 1'b1 by default, the example could include the directive:

//fsm default yl=1'bl

sl :: Ss2,
{vy1}:

7.5 /lfsm state
By default, fsm_perl generates Verilog code with the state name "state". To select a different

state name, use the fsm_perl directive:
//fsm state new state name

Examples: //fsm state PS
//fsm state STATE

7.6 //fsm next
By default, fsm_perl generates Verilog code with the next state name "next". To select a different
next state name, use the fsm_perl directive:

//fsm next new next name

Examples: //fsm next NS
//fsm next NEXT

7.7 [lfsm define

It is sometimes desirable to make input comparisons against a macro that is defined by the
Verilog "define compiler directive. When a “define comparison is used, fsm_perl must be notified
of the existing definition; otherwise, fsm_perl will assume the “define identifier is a scalar input
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and include the identifier as both a port identifier and as a declared input. To specify the

existence of a macro definition, use the fsm_perl directive:
//fsm define macro name

Examples: //fsm define “CONFIG READ
//fsm define “CONFIG WRITE
Usage example
triplet: (!nFRAME && IDSEL && (nC_BE==\CONFIG_WRITE)) CFG_WR,

7.8 [lfsm filename
By default, fsm_perl uses the fsm_perl source file name as the root of the Verilog output file

name. To select adifferent Verilog output file name, use the fsm_perl directive:
//fsm filename new file name

Example: //fsm filename myfile

7.9 /lfsm module
By default, fsm_perl uses the fsm_perl source file name as the root of the Verilog module name
and output file name. If thereis aperiod in the fsm_perl source file name, unless the "//fsm
module" directive isincluded in the fsm_perl source code, an illegal Verilog module name will
be generated. To select adifferent Verilog module name, use the fsm_perl directive:

//fsm module NEW_Mmodule name

Example: //fsm module mymodule

In the absence of a separate "//fsm filename" directive, the "//fsm module” directive also changes
the output file name. To generate unique Verilog module and output file names, use both the
"/lfsm module" and "//fsm filename” directives.

Example: //fsm module mymodule
//fsm filename myfile

8.0 Command I nvocation
Fsm_perl isinvoked from the UNIX command prompt as follows:
£sm perl [Options] fsm perl source file

The fsm_perl source code, Verilog output file and Synopsys synthesis script for the £sm1 design
used in the "Simple Example” (in section 6) are shown in Figure 11 at the end of this paper.

8.1 Fsm_perl Output Files

Fsm_perl generates two output files: aVerilog source file and a Synopsys synthesis script to
compile the Verilog source file. See section 9.0 for details about the generated Synopsys
synthesis scripts.

SNUG 1999 1 fsm_perl
Rev 1.1



8.2 Fsm_perl Options

Fsm_perl has command line options that help generate different Verilog coding styles and
Synopsys synthesis scripts for synthesis experimentation. Each option generates just one Verilog
output file and one synthesis script.

8.2.1 -eOption

The -e option generates a Verilog file with binary encoded state variables and standard Synopsys
enumeration comments. The -e option also generates a synthesis script that will compile the
Verilog design four different ways. The script compiles the design (1) with no special processing,
(2) using the FSM compiler gray encoding style setting, (3) using the FSM compiler one_hot
encoding style setting, and (4) using the FSM compiler binary encoding style setting.

The Synopsys enumeration comments help the Synopsys FSM compiler to find and process the
state variables and state encodings.

For the following command invocation:
fsm perl -e fsml (wWhere £smi isthefsm_perl sourcefile)

fsm_perl will create two output files named:
£sml e.v  (the synthesizable Verilog FSM sourcefile)
£sml_e.scr (the Synopsyssynthesis script to compilethe £sm1_e.v fil€).

The"_e" appendage indicates the "enumerated” coding style. The fsm_perl source code, Verilog
output file and Synopsys synthesis script using the "-€" command option are shown in Figure 13
at the end of this paper.

8.2.2 -1 Option

The -1 (the number "one") option generates a Verilog file with one-hot encoded state variables
and adds "synopsys full_case parallel_case" to the case statement. Thisisthe only place where
"full_case parallel_case" is automatically added to the Verilog source code since this coding style
isthe only coding style where full and parallel directives generally seem to make a positive
difference in the quality of the synthesized design.

For the following command invocation:
fsm perl -1 fsml (where £smi isthefsm_perl sourcefile)

fsm_perl will create two output files named:
£sml 1fp.v  (the synthesizable Verilog FSM sourcefile)
£sml 1fp.scr (the Synopsys synthesis script to compilethe £sm1 1£p.v file)

The"_1fp" appendage indicates the "one-hot full_case parallel_case" coding style. The fsm_perl
source code, Verilog output file and Synopsys synthesis script using the "-1" command option are
shown in Figure 12 at the end of this paper.
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8.2.3 -f Option

The -f option generates a Verilog file with "synopsys full_case" appended to the case statement
header code. Using this option is not recommended since the pre-synthesis simulation might not
match the post-synthesis implementation, plus there are Verilog coding styles that can
accomplish the same or better synthesis optimization without using this potentially dangerous
switch; however, the switch isincluded to permit easy experimentation with "full _case" usage.

For the following command invocation:
fsm perl -f fsml (where £smi isthefsm_perl sourcefile)

fsm_perl will create two output files named:
£sm1 f.v  (the synthesizable Verilog FSM sourcefile)
£sml_f.scr (the Synopsyssynthesis script to compilethe £sm1_ £.v fil€)

The"_f" appendage indicates that " full_case" has been added to the Verilog output file.

8.2.4 -p Option

The -p option generates a Verilog file with "synopsys parallel_case" appended to the case
statement header code. Using this option is not recommended since the pre-synthesis simulation
might not match the post-synthesis implementation, plus there are Verilog coding styles that can
accomplish the same or better synthesis optimization without using this potentially dangerous
switch; however, the switch isincluded to permit easy experimentation with "parallel _case"

usage.

For the following command invocation:
fsm perl -p fsml (Where £sm1 isthefsm_perl sourcefile)

fsm_perl will create two output files named:
£sml p.v  (the synthesizable Verilog FSM sourcefile)
£sml p.scr (the Synopsys synthesis script to compilethe £sm1 p.v file)

The" p" appendage indicatesthat " parallel _case" has been added to the Verilog output file.

8.2.5 Multiple Options

Multiple options can be used at the same time when fsm_perl isinvoked. When multiple options
are used, the resultant file names will contain appended |etters indicating which file options were
used to run the fsm_perl script.
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9.0 Synthesis Scripts

Not only doesfsm_perl generate the Verilog code for an FSM, it also generates the Synopsys
synthesis script required to compile the design and report performances.

design list = { fsml }
foreach (DESIGN, design list) {
rpt file = DESIGN + ".rpt"
echo DESIGN + " Synthesis Run" > rpt file
read -f verilog DESIGN + ".v"
current design = DESIGN
compile
create schematic -size infinite
write timing -f sdf-v2.1 -context verilog -o DESIGN + ".sdf"
write -f verilog -hier -output DESIGN + ".vg"
report area >> rpt file
report timing >> rpt file

Figure 8- fsml.scr File

Figure 8 shows the synthesis script that is typically generated when using fsm_perl. The synthesis
script reads the Verilog source file, compiles the design, writes out the SDF timing file, writes
out the Verilog gate-level netlist, then reports area usage and worst case timing to areport file.

design list = { fsml e }
foreach (DESIGN, design list) {
rpt file = DESIGN + ".rpt"
echo DESIGN + " Synthesis Run" > rpt file
read -f verilog DESIGN + ".v"
current design = DESIGN
compile

set fsm encoding style gray
compile
I 1 tic -si infinit

write_Eiming -f sdf-v2.1 -context verilog -o DESIGN + " xg.sdf"
write -f verilog -hier -output DESIGN + " xg.vg"

echo DESIGN + " Synopsys One-Hot Synthesis Run" >> rpt file
extract

set fsm encoding style onehot

compile

echo DESIGN + " Synopsys Binary Synthesis Run"™ >> rpt file

—extract
set fsm encoding style binary
compile
-
J
Figure 9 - Synopsys FSM Compiler-Options Script (fsml e.scr)
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If the FSM file is compiled with the "-€" command option, fsm_perl will generate a synthesis
script to compile the design four different ways: (1) with no special processing, (2) using the
FSM compiler gray encoding style setting, (3) using the FSM compiler one_hot encoding style
setting, and (4) using the FSM compiler binary encoding style setting. Figure 9 shows a section
of the synthesis script that is typically generated using the "-€" option.

If the fsm_perl source file contains the "//fsm period” option, fsm_perl will generate a synthesis

script to compile the design with clock constraints. Both "//fsm period” and "//fsm clock™ affect
the "create_clock" command that is put into the synthesis script, as shown in figure 10.

fsm_perl source file I

//fsm clock CK
//fsm period 10

fsm_perl "clock” and
"period" directives

IDLE :: (req) BBUSY,
IDLE;

BBUSY:: (dly && done) BWAIT,

design list = { femli }
foreach (DESIGN, design list) {

< Synopsys _synthesis
script

read -f verilog DESIGN + ".v"
current design = DESIGN
create clock CK -period 10
compile

Clock constraint
command

Constraints

10.0 Download fsm_perl

This paper and the fsm_perl script are available for download at the Sunburst Design web site:

www.sunburst-design.com

The fsm_perl source code contains the GNU copyright header that permits free distribution of the
fsm_perl code as long as the copyright header is included and remains unchanged.
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Both fsm_perl and the paper can be freely downloaded from the Sunburst Design web site.
Enhancement requests can be sent t0 c1iffc@sunburst-design.com. The subject line should

COI'ltain"fsm_perl enhancement request'.

10.1 Fsm_perl Development & Enhancements

Fsm_perl wasfirst created with the intent of simplifying the task of generating Verilog source
code for smulation and synthesis. Later, other capabilities were added to generate state machines
using different FSM state-encoding styles and different Verilog coding styles. The next step was
to permit the creation of multiple Verilog files with different coding styles and an accompanying
Synopsys synthesis script to permit easy experimentation with Verilog styles, Synopsys switches
and to report the various area and timing results. The latter capability greatly accelerates the
selection of an optimal coding style and synthesis strategy.

One enhancement in progress is the generation of all fsm_perl Verilog output filesand a
synthesis script to compile and report results from all coding styles. This enhancement will
facilitate selection of the best coding style for a design project.

A one-hot output registered coding style permits the generation of non-glitching registered
outputs. Thisis another enhancement under present consideration.

With the release of the Synopsys 1999.05 TCL interface, generation of a TCL script output file
might also be a valuable future enhancement.

Another potential enhancement would be the generation of synthesizable VHDL code from
fsm_perl source code. This should require little more than an alternate code generator.

Asthe art of FSM design using HDLs progresses, it is anticipated that additional styleswill be
generated by fsm_perl.

11.0 Conclusion

The fsm_perl syntax is short, smple to generate and easy to understand. Fsm_perl removes much
of the tedious effort associated with the entry of synthesizable Verilog FSM code, plus fsm_perl
generates the Synopsys script that is necessary to compile and examine the synthesized FSM
design.
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IDLE :: (req) BBUSY,
IDLE; < fsml - fsm_perl source I

BBUSY:: (dly && done) BWAIT, -
(1dly && done) BFREE fsm_perl compile command:

?zzi!}!: fsm perl fsml

BWAIT: : él module fsml (gnt, dly, done, req, clk, nrst);
output gnt;
{ input dly, done, req;
input clk, nrst;
BFREE:: (

re nt;
I g g

parameter [1:0] IDLE = 2'dO0,
BBUSY

2'd1,
BWAIT = 2'd2, fsml.v - Verilog output
BFREE = 2'd3;

reg [1:0] state, next;

always @(posedge clk or negedge nrst)
if (!nrst) state <= IDLE;
else state <= next;

always @(state or dly or done or req) begin
next = 2'bx;
gnt = 1'b0;
case (state)
IDLE: begin
next = IDLE;
if (req) next = BBUSY;
end

BBUSY: begin
next = BBUSY;
if (dly && done) next = BWAIT;
if (!dly && done) next = BFREE; fsmil.scr - Synopsys scrip
gnt = 1'bl;
end

BWAIT: begin
next = BWAIT;
if (!dly) next = BFREE;
gnt = 1'bl;
end

design list = { fsml }
foreach (DESIGN, design list) {
BFREE: begin rpt_file = DESIGN + ".rpt"

next = IDLE; echo DESIGN + " Synthesis Run" >

if (req) next = BBUSY; rpt_file
read -f verilog DESIGN + ".v"

end
current design = DESIGN
endcase compile
end create schematic -size infinite
endmodule write_ timing -f sdf-v2.l1 -context

verilog -o DESIGN + ".sdf"
write -f verilog -hier -output DESIGN +

ll'vgll
report area >> rpt file
report timing >> rpt file
}
Figure 11 - fsm_perl Source, Verilog File, Synthesis Script
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IDLE (req) BBUSY,
IDLE, < fsml - fsm_perl source I
BBUSY:: (dly && done) BWAIT, :
(1dly && done) BFREE fsm_perl compile command:
BBUSY, fsm perl -1 fsml
{gnt}; —
BWAIT:: (| o odule fsml_1fp (gnt, dly, dome, req, clk, nrst);
{ output gnt;
input dly, done, req;
BFREE:: ( input clk, nrst;
T reg gnt;
parameter [3:0] IDLE = 4'd0,
BBUSY = 4'dl, _
BWAIT = 4'd2, fsml_1fp.v - Verilog output
BFREE = 4'd3;

reg [3:0] state, next;

always @(posedge clk or
if (!nrst) begin
state <= 4'b0;

state[IDLE] <= 1'bl;
end
else state <= next;

next = 4'b0;
gnt = 1'b0;
case (1'bl)
state[IDLE] : begin
next [IDLE] = 1'bl;
if (req) next [BBUSY]
end
state [BBUSY] : begin
next [BBUSY] = 1'bl;

gnt = 1'bl;
end
state [BWAIT] : begin
next [BWAIT] = 1'bl;
if (!dly) next[BFREE] =
gnt = 1'bl;
end
state [BFREE] : begin
next [IDLE] = 1'bl;
if (req) next[BBUSY] = 1
end

endcase
end
endmodule

negedge nrst)

always @(state or dly or done or req) begin

// synopsys full case parallel case

= 1'bl;

if (dly && done) next [BWAIT]
if (!dly && done) next [BFREE]

fsml_1fp.scr - Synopsys

= 1'bl
= 1'bl;

Figure 12 - fsm_per| Source, One-Hot Verilog File, Script

design list = { fsml 1fp }
foreach (DESIGN, design list) {

rpt file = DESIGN + ".rpt"
echo DESIGN + " Synthesis Run" >
rpt file

read -f verilog DESIGN + ".v"

current design = DESIGN

compile

create schematic -size infinite

write timing -f sdf-v2.1 -context
verilog -o DESIGN + ".sdf"

write -f verilog -hier -output DESIGN +
" vg"

report_area >> rpt_file

report timing >> rpt file
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%::ﬁ ;i‘:;’;dcfo < fsmli - fsm_perl source I

IDLE :: (req) BBUSY,
IDLE; fsm_perl compile command:
fsm perl -e fsmli
BBUSY:: (dly && done) BWAIT,
module fsmli e (gnt, dly, done, req, CK, nrst);

output gnt;

input dly, done, req;
BWAIT: : input CK, nrst;

reg gnt;

parameter [1:0] // synopsys enum code

IDLE = 2'40, - -
BBUSY = 2'dl, fsmli_e.v - Verilog output
BWAIT = 2'd2,

BFREE = 2'd3;

// synopsys state_vector state
reg [1:0] // synopsys enum code
state, next;

always @(posedge CK or negedge nrst)
if (!nrst) state <= IDLE;
else state <= next;

always @(state or dly or done or req) begin
next = 2'bx;
gnt = 1'b0;
case (state)
IDLE: begin
next = IDLE;
if (req) next = BBUSY;

fsmli_e.scr - Synopsys script

end
BBUSY: begin
next = BBUSY; design list = { fsmli e }
if (dly && done) next = BWAIT; | foreach (DESIGN, design_ list) {
if (!dly && done) next = BFREE;| ...
gnt = 1'bl; read -f verilog DESIGN + ".v"
end current design = DESIGN
BWAIT: begin create clock CK -period 10
next = BWAIT; compile
if (!dly) next = BFREE; N
gnt = 1'bl; extract
end set fsm encoding style gray
BFREE: begin compile
next = IDLE; e
if (req) next = BBUSY; extract
end set fsm encoding style onehot
endcase compile
end ..
endmodule extract
set fsm encoding style binary
compile
}

Figure 13 - fsm_perl Source with Clock & Period Directives, Verilog File, 4-Pass-Compile Synthesis Script
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ABSTRACT

One of the most misunderstood constructs in the Verilog language is the nonblocking
assignment. Even very experienced Verilog designers do not fully understand how nonblocking
assignments are scheduled in an IEEE compliant Verilog smulator and do not understand when
and why nonblocking assignments should be used. This paper details how Verilog blocking and
nonblocking assignments are scheduled, givesimportant coding guidelines to infer correct
synthesizable logic and details coding stylesto avoid Verilog simulation race conditions.



1.0 Introduction

Two well known Verilog coding guidelines for modeling logic are:

e Guideine: Use blocking assignments in always blocks that are written to generate
combinational logic [1].

e Guideline: Use nonblocking assignments in always blocks that are written to generate
sequential logic [1].

But why? In general, the answer is simulation related. Ignoring the above guidelines can till
infer the correct synthesized logic, but the pre-synthesis simulation might not match the behavior
of the synthesized circuit.

To understand the reasons behind the above guidelines, one needs to have a full understanding of
the functionality and scheduling of Verilog blocking and nonblocking assignments. This paper
will detail the functionality and scheduling of blocking and nonblocking assignments.

Throughout this paper, the following abbreviations will be used:

RHS - the expression or variable on the right-hand-side of an equation will be abbreviated as
RHS equation, RHS expression or RHS variable.

LHS - the expression or variable on the left-hand-side of an equation will be abbreviated as LHS
equation, LHS expression or LHS variable.

2.0 Verilog race conditions

The IEEE Verilog Standard [2] defines: which statements have a guaranteed order of execution
("Determinism”, section 5.4.1), and which statements do not have a guaranteed order of
execution ("Nondeterminism”, section 5.4.2 & "Race conditions”, section 5.5).

A Verilog race condition occurs when two or more statements that are scheduled to execute in
the same simulation time-step, would give different results when the order of statement execution
is changed, as permitted by the IEEE Verilog Standard.

To avoid race conditions, it isimportant to understand the scheduling of Verilog blocking and
nonblocking assignments.
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3.0 Blocking assignments

The blocking assignment operator is an equal sign ("="). A blocking assignment gets its name
because a blocking assignment must evaluate the RHS arguments and compl ete the assignment
without interruption from any other Verilog statement. The assignment is said to "block™ other
assignments until the current assignment has compl eted. The one exception is a blocking
assignment with timing delays on the RHS of the blocking operator, which is considered to be a
poor coding style[3].

Execution of blocking assignments can be viewed as a one-step process.
1. Evaluate the RHS (right-hand side equation) and update the LHS (left-hand side expression)
of the blocking assignment without interruption from any other Verilog statement.

A blocking assignment "blocks" trailing assignments in the same always block from occurring
until after the current assignment has been completed

A problem with blocking assignments occurs when the RHS variable of one assignment in one
procedural block is also the LHS variable of another assignment in another procedural block and
both equations are scheduled to execute in the same simulation time step, such as on the same
clock edge. If blocking assignments are not properly ordered, a race condition can occur. When
blocking assignments are scheduled to execute in the same time step, the order execution is
unknown.

To illustrate this point, ook at the Verilog code in Example 1.

module fboscl (yl, y2, clk, rst);
output yl, y2;
input clk, rst;
reg vyl, v2;

always @(posedge clk or posedge rst)
if (rst) yl = 0; // reset
else vyl v2;

always @(posedge clk or posedge rst)
if (rst) y2 1; // preset
else y2 vl;
endmodule

Example 1 - Feedback oscillator with blocking assignments

According to the IEEE Verilog Standard, the two always blocks can be scheduled in any order. If
the first dways block executesfirst after areset, both y1 and y2 will take on the value of 1. If the
second always block executes first after areset, both y1 and y2 will take on the value 0. This
clearly represents a Verilog race condition.
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4.0 Nonblocking assignments

The nonblocking assignment operator is the same as the less-than-or-equal-to operator ("<="). A
nonbl ocking assignment gets its name because the assignment eval uates the RHS expression of a
nonblocking statement at the beginning of atime step and schedules the LHS update to take
place at the end of the time step. Between evaluation of the RHS expression and update of the
LHS expression, other Verilog statements can be evaluated and updated and the RHS expression
of other Verilog nonblocking assignments can also be evaluated and LHS updates scheduled. The
nonbl ocking assignment does not block other Verilog statements from being evaluated.

Execution of nonblocking assignments can be viewed as a two-step process.
1. Evauate the RHS of nonblocking statements at the beginning of the time step.
2. Update the LHS of nonblocking statements at the end of the time step.

Nonblocking assignments are only made to register data types and are therefore only permitted
inside of procedural blocks, such asinitia blocks and always blocks. Nonblocking assignments
are not permitted in continuous assignments.

To illustrate this point, ook at the Verilog code in Example 2.

module fbosc2 (yl, y2, clk, rst);
output yl, y2;
input clk, rst;
reg vyl, v2;

always @(posedge clk or posedge rst)
if (rst) yl <= 0; // reset
else vyl <= y2;

always @(posedge clk or posedge rst)
if (rst) y2 <= 1; // preset
else y2 <= yl;
endmodule

Example 2 - Feedback oscillator with nonblocking assignments

Again, according to the IEEE Verilog Standard, the two always blocks can be scheduled in any
order. No matter which always block starts first after a reset, both nonblocking RHS expressions
will be evaluated at the beginning of the time step and then both nonblocking LHS variables will
be updated at the end of the same time step. From a users perspective, the execution of these two
nonblocking statements happen in parallel.
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5.0 Verilog coding guidelines

Before giving further explanation and examples of both blocking and nonblocking assignments,
it would be useful to outline eight guidelines that help to accurately simulate hardware, modeled
using Verilog. Adherence to these guidelines will also remove 90-100% of the Verilog race
conditions encountered by most Verilog designers.

Guideline #1: When modeling sequential logic, use nonblocking assignments.

Guideline #2: When modeling latches, use nonblocking assignments.

Guideline #3: When modeling combinational logic with an always block, use blocking
assignments.

Guideline #4: When modeling both sequential and combinational logic within the same aways
block, use nonblocking assignments.

Guideline #5: Do not mix blocking and nonblocking assignments in the same always bl ock.
Guideline #6: Do not make assignments to the same variable from more than one always block.

Guideline #7: Use $strobe to display values that have been assigned using nonblocking
assignments.

Guideline #8: Do not make assignments using #0 delays.

Reasons for these guidelines are given throughout the rest of this paper. Designers new to
Verilog are encouraged to memorize and use these guidelines until their underlying functionality
is fully understood. Following these guidelines will help to avoid "death by Verilog!"

6.0 The Verilog "stratified event queue™

An examination of the Verilog "stratified event queue” (see Figure 1) helpsto explain how
Verilog blocking and nonblocking assignments function. The "stratified event queue” is afancy
name for the different Verilog event queues that are used to schedule simulation events.

The "stratified event queue” as described in the IEEE Verilog Standard is a conceptual model.
Exactly how each vendor implements the event queues is proprietary, helps to determine the
efficiency of each vendor's simulator and is not detailed in this paper.

As defined in section 5.3 of the IEEE 1364-1995 Verilog Standard, the "stratified event queue” is
logically partitioned into four distinct queues for the current simulation time and additional
gueues for future simulation times.
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Blocking assignments
These events may

Evaluate RHS of nonblocking be scheduled in
assignments any order

Active Events . .
Continuous assignments

$display command execution

Evaluate inputs and change
outputs of primitives

Inactive Events ' ﬁ #0 blocking assignments
Nonblocking Events . ﬁ Update LHS of nonblocking assignments

i $monitor command execution
Monitor Events

$strobe command execution

| ; Other specific PLI commands

Figure 1 - Verilog "stratified event queue”

The active events queue is where most Verilog events are scheduled, including blocking
assignments, continuous assignments, $display commands, evaluation of instance and primitive
inputs followed by updates of primitive and instance outputs, and the evaluation of nonblocking
RHS expressions. The LHS of nonblocking assignments are not updated in the active events
queue.

Events are added to any of the event queues (within restrictions imposed by the IEEE Standard)
but are only removed from the active events queue. Events that are scheduled on the other event
gueues will eventually become "activated,” or promoted into the active events queue. Section 5.4
of the IEEE 1364-1995 Verilog Standard lists an agorithm that describes when the other event
gueues are "activated.”

Two other commonly used event queues in the current simulation time are the nonblocking
assign updates event queue and the monitor events queue, which are described below.

The nonblocking assign updates event queue is where updates to the LHS expression of
nonblocking assignments are scheduled. The RHS expression is evaluated in random order at the
beginning of a simulation time step a ong with the other active events described above.

The monitor events queue is where $strobe and $monitor display command values are schedul ed.
$strobe and $monitor show the updated values of al requested variables at the end of a
simulation time step, after al other assignments for that simulation time step are compl ete.
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A fourth event queue described in section 5.3 of the Verilog Standard is the inactive events
gueue, where #0-del ayed assignments are scheduled. The practice of making #0-delay
assignmentsis generally aflawed practice employed by designers who try to make assignments
to the same variable from two separate procedural blocks, attempting to beat Verilog race
conditions by scheduling one of the assignments to take place dlightly later in the same
simulation time step. Adding #0-delay assignments to Verilog models needlessly complicates the
analysis of scheduled events. The author knows of no condition that requires making #0-delay
assignments that could not be easily replaced with a different and more efficient coding style and
hence discourages the practice.

Guideline #8: Do not make assignments using #0 delays.

The "stratified event queue” of Figure 1 will be frequently referenced to explain the behavior of
Verilog code examples shown later in this paper. The event queues will also be referenced to
justify the eight coding guidelines given in section 5.0.

7.0 Self-triggering always blocks

In general, a Verilog always block cannot trigger itself. Consider the oscillator examplein
Example 3. This oscillator uses blocking assignments. Blocking assignments evaluate their RHS
expression and update their LHS value without interruption. The blocking assignment must
complete beforethe e (c1x) edge-trigger event can be scheduled. By the time the trigger event
has been scheduled, the blocking c1x assignment has completed; therefore, there is no trigger
event from within the always block to trigger the @ (c1k) trigger.

module oscl (clk);
output clk;
reg clk;

initial #10 clk = 0;

always @(clk) #10 clk = ~clk;
endmodule

Example 3 - Non-self-triggering oscillator using blocking assignments

In contrast, the oscillator in Example 4 uses nonblocking assignments. After thefirst @ (c1k)
trigger, the RHS expression of the nonblocking assignment is evaluated and the LHS value
scheduled into the nonblocking assign updates event queue. Before the nonblocking assign
updates event queue is "activated," the e (c1k) trigger statement is encountered and the always
block again becomes sensitive to changes on the c1x signal. When the nonblocking LHS value is
updated later in the same time step, the e (c1k) isagain triggered. The osc2 exampleis self-
triggering (which is not necessarily arecommended coding style).
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module osc2 (clk);
output clk;
reg clk;
initial #10 clk = 0;

always @(clk) #10 clk <= ~clk;
endmodule

Example 4 - Self-triggering oscillator using nonblocking assignments

8.0 Pipeline modeling

Figure 2 shows a block diagram for a simple sequential pipeline register. Example 5 - Example 8
show four different ways that an engineer might choose to model this pipeline using blocking
assignments.

d gl g2 g3

" j> f> |—> B

Figure 2 - Sequential pipeline register

In the pipebl, Example 5 code, the sequentially ordered blocking assignments will cause the
input value, 4, to be placed on the output of every register on the next posedge c1k. On every
clock edge, the input value is transferred directly to the g3-output without delay. This clearly
does not model a pipeline register and will actually synthesize to asingle register! (See Figure 3).

module pipebl (g3, d, clk);
output [7:0] qg3;
input [7:0] d;
input clk;
reg [7:0] g3, g2, ql; d g3

always @(posedge clk) begin
ql d; :>
al; clk |
qa2;

q2
Example 5 - Bad blocking-assignment sequential coding style #1 Figure 3 - Actua synthesized resullt!

q3
end
endmodule

In the pipeb2 example, the blocking assignments have been carefully ordered to cause the
simulation to correctly behave like a pipeline register. This model also synthesizes to the pipeline
register shown in Figure 2.
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module pipeb2 (g3, 4, clk):;
output [7:0] qg3;
input [7:0] d;
input clk;
reg [7:0] g3, g2, ql;

always @(posedge clk) begin

g3 = g2;
g2 = ql;
ql = 4;
end
endmodule

Example 6 - Bad blocking-assignment sequential coding style #2 - but it works!

In the pipeb3 example, the blocking assignments have been split into separate always blocks.
Verilogis permitted to simulate the always blocks in any order, which might cause this pipeline
simulation to be wrong. ThisisaVerilog race condition! Executing the always blocksin a
different order yields a different result. However, this Verilog code will synthesize to the correct
pipeline register. This means that there might be a mismatch between the pre-synthesis and post-
synthesis ssimulations. The pipeb4 example, or any other ordering of the same always block
statements will also synthesize to the correct pipeline logic, but might not simulate correctly.

module pipeb3 (g3, 4, clk):;
output [7:0] qg3;
input [7:0] d;
input clk;
reg [7:0] g3, g2, ql;

always @(posedge clk) qgl=d;
always @(posedge clk) g2=ql;

always @(posedge clk) qg3=q2;
endmodule

Example 7 - Bad blocking-assignment sequential coding style #3

module pipeb4 (g3, 4, clk):;
output [7:0] qg3;
input [7:0] 4;
input clk;
reg [7:0] g3, g2, ql;

always @(posedge clk) g2=ql;

always @(posedge clk) g3=q2;

always @(posedge clk) qgl=d;
endmodule

Example 8 - Bad blocking-assignment sequential coding style #4
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If each of the four blocking-assignment examples is rewritten with nonblocking assignments,
each will ssimulate correctly and synthesize the desired pipeline logic.

module pipenl (g3, d, clk);
output [7:0] qg3;
input [7:0] d;

input clk;

reg [7:0] g3, g2, gql;

always @(posedge clk) begin
ql <= d4d;
g2 <= ql;
a3 <= q2;

end

endmodule

Example 9 - Good nonblocking-assignment sequential coding style #1

module pipen2 (g3, d, clk);
output [7:0] qg3;
input [7:0] d;

input clk;

reg [7:0] g3, g2, ql;

always @(posedge clk) begin
a3 <= q2;
g2 <= ql;
ql <= d4d;

end

endmodule

Example 10 - Good nonblocking-assignment sequential coding style #2

module pipen3 (g3, 4, clk):;
output [7:0] qg3;
input [7:0] 4;
input clk;
reg [7:0] g3, g2, ql;

always @(posedge clk) gl<=d;
always @(posedge clk) g2<=qgql;

always @(posedge clk) qg3<=g2;
endmodule

Example 11 - Good nonblocking-assignment sequential coding style #3
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module pipen4 (g3, 4, clk):;
output [7:0] qg3;
input [7:0] d;
input clk;
reg [7:0] g3, g2, gql;

always @(posedge clk) qg2<=ql;
always @ (posedge clk) qg3<=qg2;

always @(posedge clk) gl<=d;
endmodule

Example 12 - Good nonblocking-assignment sequential coding style #4

Upon examination of the pipeline coding styles shown in this section:

e 1 out of 4 blocking assignment coding styles was guaranteed to simulate correctly

e 3 out of 4 blocking assignment coding styles were guaranteed to synthesize correctly

e 4 out of 4 nonblocking assignment coding styles were guaranteed to ssmulate correctly
e 4 out of 4 blocking assignment coding styles were guaranteed to synthesize correctly.

Although, if confined to one always block with carefully sequenced assignments, it was possible
to code the pipeline logic using blocking assignments. On the other hand, it was easy to code the
same pipeline logic using nonblocking assignments; indeed, the nonblocking assignment coding
styles all would work for both synthesis and simulation.

9.0 Blocking assignments & simple examples

There are many Verilog and Verilog synthesis books that show simple sequential examples that
are successfully coded using blocking assignments. Example 13 shows a flipflop model that
appearsin most Verilog text books.

module dffb (q, 4, clk, rst);

output q;
input d, clk, rst;
reg d;
always @(posedge clk)
if (rst) g = 1'b0;
else q = d;
endmodule

Example 13 - Simple flawed blocking-assignment D-flipflop model - but it works!

If an engineer iswilling to limit all modulesto a single always block, blocking assignments can
be used to correctly model, simulate and synthesize the desired logic. Unfortunately this
reasoning leads to the habit of placing blocking assignments in other, more complex sequential
always blocks that will exhibit the race conditions already detailed in this paper.
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module dffx (q, d, clk, rst):
output q;
input d, clk, rst;
reg a;

always @ (posedge clk)
if (rst) g <= 1'b0;
else q <= d;
endmodule

Example 14 - Preferred D-flipflop coding style with nonblocking assignments

It is better to develop the habit of coding all sequential always blocks, even simple single-block
modul es, using nonblocking assignments as shown in Example 14.

Now consider a more complex piece of sequential logic, aLinear Feedback Shift-Register or
LFSR.

10.0 Sequential feedback modeling

A Linear Feedback Shift-Register (LFSR) is a piece of sequential logic with a feedback loop. The
feedback loop poses a problem for engineers attempting to code this piece of sequential logic
with correctly ordered blocking assignments as shown in Example 15.

module 1lfsrbl (g3, clk, pre n);
output g3;
input clk, pre n;
reg q3, 92, ql;
wire nl;

A

assign nl = gl q3;

always @(posedge clk or negedge pre n)
if (!pre n) begin

g3 = 1'bl;
g2 = 1'bl;
ql = 1'bl;

end

else begin
g3 = g2;
g2 = nl;
ql = g3;

end

endmodule

Example 15 - Non-functional LFSR with blocking assignments

There is no way to order the assignments in Example 15 to model the feedback loop unless a
temporary variable is used.
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One could group all of the assignments into one-line equations to avoid using atemporary
variable, as shown in Example 16, but the code is now more cryptic. For larger examples, one-
line equations might become very difficult to code and debug. One-line equation coding styles
are not necessarily encouraged.

module lfsrb2 (g3, clk, pre n);
output g3;
input clk, pre n;
reg q3, g2, qgql;

always @(posedge clk or negedge pre n)
if (!pre n) {g3,92,ql} = 3'blll;
else {a3,q2,q1} = {q2,(q1"qg3),q3};
endmodule

Example 16 - Functional but cryptic LFSR with blocking assignments

If the blocking assignmentsin Example 15 and Example 16 are replaced with nonblocking
assignments as shown in Example 17 and Example 18, all simulations function as would be
expected from an LFSR.

module lfsrnl (g3, clk, pre n);
output g3;
input clk, pre n;
reg a3, g2, qi;
wire nl;

A

assign nl = ql q3:;
always @(posedge clk or negedge pre n)
if (!pre n) begin
g3 <= 1'bl;
g2 <= 1'bl;
gl <= 1'bl;

end

else begin
g3 <= g2;
g2 <= nl;
ql <= g3;

end

endmodule
Example 17 - Functional LFSR with nonblocking assignments
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module lfsrn2 (g3, clk, pre n);
output g3;
input clk, pre n;
reg a3, g2, qi;

always @(posedge clk or negedge pre n)
if (!pre n) {g3,92,ql} <= 3'blll;
else {g3,q92,q1} <= {q2, (ql”q3),qg3};
endmodule

Example 18 - Functional but cryptic LFSR with nonblocking assignments

Based on the pipeline examples of section 8.0 and the LFSR examples of section 10.0, it is
recommended to model all sequential logic using nonblocking assignments. A similar analysis
would show that it is also safest to use nonblocking assignments to model latches

Guideline #1: When modeling sequential logic, use nonblocking assignments.

Guideline #2: When modeling latches, use nonblocking assignments.

11.0 Combinational logic - use blocking assignments

There are many ways to code combinational logic using Verilog, but when the combinational
logic is coded using an always block, blocking assignments should be used.

If only a single assignment is made in the always block, using either blocking or nonblocking
assignments will work; but in the interest of developing good coding habits one should always
using blocking assignments to code combinational logic.

It has been suggested by some Verilog designers that nonbl ocking assignments should not only
be used for coding sequential logic, but also for coding combinational logic. For coding simple
combinational always blocks this would work, but if multiple assignments are included in the
always block, such as the and-or code shown in Example 19, using nonblocking assignments
with no delays will either smulate incorrectly, or require additional sensitivity list entries and
multiple passes through the always block to simulate correctly. The latter would be inefficient
from a simulation time perspective.

The code shown in Example 19 builds the y-output from three sequentially executed statements.
Since nonblocking assignments evaluate the RHS expressions before updating the LHS variables,
the values of tmp1 and tmp2 were the original values of these two variables upon entry to this
always block and not the values that will be updated at the end of the simulation time step. The
y-output will reflect the old values of tmp1 and tmp2, Not the values calculated in the current pass
of the always block.
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module ao4 (y, a, b, ¢, d);
output y;
input a, b, ¢, 4;
reg y, tmpl, tmp2;

always @( or ¢ or d) begin
tmpl <=
tmp2 <=

<=

Y
end

endmodule

Example 19 - Bad combinational logic coding style using nonblocking assignments

The code shown in Example 20 isidentical to the code shown in Example 19, except that tmp1
and tmp2 have been added to the sensitivity list. As describe in section 7.0, when the
nonblocking assignments update the LHS variables in the nonblocking assign update events
gueue, the always block will self-trigger and update the y-outputs with the newly calculated tmp1
and tmp2 values. The y-output value will now be correct after taking two passes through the
always block. Multiple passes through an always block equates to degraded simulation
performance and should be avoided if areasonable alternative exists.

module ao5 (y, a, b, ¢, d);
output y;
input a, b, ¢, 4;
reg y, tmpl, tmp2;

always

@ ( or ¢ or d or tmpl or tmp2) begin
tmpl <=

<=

<=

tmp2

Y
end

endmodule

Example 20 - Inefficient multi-pass combinational logic coding style with nonblocking assignments
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A better habit to develop, one that does not require multiple passes through an aways block, isto
only use blocking assignments in always blocks that are written to model combinational logic.

module ao2 (y, a, b, ¢, d);
output y;
input a, b, ¢, 4;
reg y, tmpl, tmp2;

r b or ¢ or d) begin
tmpl
tmp2
Yy

end
endmodule

always @(

tmp2;

Example 21 - Efficient combinational logic coding style using blocking assignments

The code in Example 21 isidentical to the code in Example 19, except that the nonblocking
assignments have been replaced with blocking assignments, which will guarantee that the y-
output assumes the correct value after only one pass through the always block; hence the
following guideline:

Guideline #3: When modeling combinational logic with an always block, use blocking
assignments.

12.0 Mixed sequential & combinational logic - use nonblocking assignments

It is sometimes convenient to group simple combinational equations with sequential logic
equations. When combining combinational and sequential code into a single always block, code
the always block as a sequentia always block with nonblocking assignments as shown in
Example 22.

module nbex2 (g, a, b, clk, rst n);
output q;
input clk, rst n;
input a, b;
reg q;

always @(posedge clk or negedge rst n)
if (!rst n) g <= 1'b0;
else q <= a "~ b;
endmodule

Example 22 - Combinational and sequential logic in a single always block

The samelogic that isimplemented in Example 22 could also be implemented as two separate
always blocks, one with purely combinational logic coded with blocking assignments and one
with purely sequential logic coded with nonblocking assignments as shown in Example 23.
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module nbexl (g, a, b, clk, rst n);
output q;
input clk, rst n;
input a, b;
reg q, Yi

always @(a or b)
y =a * b;

always @(posedge clk or negedge rst n)
if (!rst n) g <= 1'b0;
else q <= Yy
endmodule

Example 23 - Combinational and sequential logic separated into two always blocks

Guideline #4: When modeling both sequential and combinational logic within the same always
block, use nonblocking assignments.

13.0 Other mixed blocking & nonblocking assignment guidelines

Verilog permits blocking and nonblocking assignments to be freely mixed inside of an aways
block. In general, mixing blocking and nonblocking assignments in the same always block is a
poor coding style, even if Verilog permitsit.

The code in Example 24 will both simulate and synthesize correctly because the blocking
assignment is not made to the same variabl e as the nonblocking assignments. Although this will
work, the author discourages this coding style.

module ba nba2 (q, a, b, clk, rst n);
output q;
input a, b, rst n;
input clk;
reg q;

always @(posedge clk or negedge rst n) begin: ff
reg tmp;
if (!rst n) q <= 1'b0;
else begin
tmp = a & b;
q <= tmp;
end
end
endmodule

Example 24 - Blocking and nonblocking assignment in the same always block - generally a bad idea!

The code in Example 25 will most likely simulate correctly most of the time, but Synopsys tools
will report a syntax error because the blocking assignment is assigned to the same variable as one
of the nonblocking assignments. This code must be modified to be synthesizable.
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module ba nba6é (g, a, b, clk, rst n);
output q;
input a, b, rst n;
input clk;
reg q, tmp;

always @(posedge clk or negedge rst n)
if (!rst n) g = 1'b0; // blocking assignment to "q"
else begin
tmp = a & b;
g <= tmp; // nonblocking assignment to "q"
end
endmodule

Example 25 - Synthesis syntax error - blocking and nonblocking assignment to the same variable

As amatter of forming good coding habits, the author encourages adherence to the following:

Guideline #5: Do not mix blocking and nonblocking assignments in the same always bl ock.
14.0 Multiple assignments to the same variable

Making multiple assignments to the same variable from more than one always block isaVerilog
race condition, even when using nonblocking assignments.

In Example 26, two always blocks are making assignments to the q-output, both using
nonblocking assignments. Since these always blocks can be scheduled in an order, the simulation
output is arace condition.

module badcodel (q, dl, d2, clk, rst n);
output q;
input d1, d2, clk, rst n;
reg q;

always @(posedge clk or negedge rst n)
if (!rst n) g <= 1'b0;
else q <= dl;

always @(posedge clk or negedge rst n)
if (!rst n) g <= 1'b0;
else q <= d2;
endmodule

Example 26 - Race condition coding style using nonblocking assignments
When Synopsys tools read this type of coding example, the following warning message is issued:

Warning: In design 'badcodel', there is 1 multiple-driver net with
unknown wired-logic type.

SNUG San Jose 2000 18 Nonblocking Assignments In Verilog
Rev 1.2 Synthesis, Coding Styles that Kill



When the warning isignored and the code from Example 26 is compiled, two flipflops with
outputs feeding a 2-input and gate are inferred. The pre-synthesis simulation does not even
closely match the post-synthesis simulation in this example.

Guideline #6: Do not make assignments to the same variable from more than one always block.

15.0 Common nonblocking myths
15.1 Nonblocking assignments & $display

Myth: “Using the $display command with nonblocking assignments does not work”

Truth: Nonblocking assignments are updated after all $display commands

module display cmds;
reg a;

initial $monitor ("\$monitor: a = %b", a);

initial begin

$strobe ("\$strobe : a = %b", a);
a = 0;
a <= 1;
$display ("\$display: a = %b", a);

#1 $finish;
end
endmodule

The below output from the above simulation shows that the $display command was executed in
the active events queue, before the nonblocking assign update events were executed.

0
1
1

$display: a
Smonitor: a
$strobe : a
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15.2 #0-delay assignments

Myth: “#0 forces an assignment to the end of atime step”

Truth: #0 forces an assignment to the "inactive events queue”

module nb_ schedulel;

reg

ini

oo OO

#

#

#
end
endmo

a, b;

tial begin
0;
1;
<= b;
<= ajy;

Smonitor

$display

$strobe
0 $display

1 S$monitor
$display
$strobe
$display

1 $finish;

dule

("%0dns:
("%0dns:
("%0dns:
("%0dns:

("%0dns:
("%0dns:
("%0dns:
("%0dns:

\$monitor:
\$display:
\$strobe :
: a=%b b=%b", $stime, a, b);

#0

\$monitor:
\$display:
\$strobe :
: a=%b b=%b", $stime, a, b);

#0

a=%b b=%b", $stime, a, b);
a=%b b=%b", $stime, a, b);
a=%b b=%b\n", $stime, a, b);

a=%b b=%b", $stime, a, b);
a=%b b=%b", $stime, a, b);
a=%b b=%b\n", $stime, a, b);

The below output from the simulation on the previous page shows that the #0-delay command
was executed in the inactive events queue, before the nonblocking assign update events were

executed.

Ons:
Ons:
Ons:
Ons:

lns:
lns:
lns:
lns:

$display:
#0 :
Smonitor:
$strobe :

$display:
#0 :
Smonitor:
$strobe :

Q000
nnnn
R KOO
oo oo
nmunn
coRrHK

(ORI ]
mononon
RRRPR
oo oo
mononon
ocooo

Guideline #7: Use $strobe to display values that have been assigned using nonblocking

assignments.
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15.3 Multiple nonblocking assignments to the same variable

Myth: “Making multiple nonblocking assignments to the same variable in the same always block
is undefined”

Truth: Making multiple nonblocking assignments to the same variable in the same always block
is defined by the Verilog Standard. The last nonblocking assignment to the same variable wins!
Quoting from the IEEE 1364-1995 Verilog Standard [2], pg. 47, section 5.4.1 - Determinism

"Nonblocking assignments shall be performed in the order the statements were executed.
Consider the following example:

initial begin
a <= 0;
a <= 1;
end

When this block is executed, there will be two events added to the nonblocking assign
update queue. The previous rule requires that they be entered on the queue in source
order; this rule requires that they be taken from the queue and performed in source order
aswell. Hence, at the end of time-step 1, the variable awill be assigned 0 and then 1."

Trandlation: “Last nonblocking assignment wins!”
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Summary of guidelines and conclusions

All of the guidelines detailed in this paper are list below:

Guideline #1: When modeling sequential logic, use nonblocking assignments.
Guideline #2: When modeling latches, use nonblocking assignments.

Guideline #3: When modeling combinational logic with an always block, use blocking
assignments.

Guideline #4: When modeling both sequential and combinational logic within the same aways
block, use nonblocking assignments.

Guideline #5: Do not mix blocking and nonblocking assignments in the same always bl ock.
Guideline #6: Do not make assignments to the same variable from more than one always block.

Guideline #7: Use $strobe to display values that have been assigned using nonblocking
assignments.

Guideline #8: Do not make assignments using #0 delays.

Conclusion: Following the above guidelines will accurately model synthesizable hardware while
eliminating 90-100% of the most common V erilog simulation race conditions.

16.0 Final note: the spelling of "nonblocking"
The word nonblocking is frequently misspelled as "non-blocking.” The author believesthisisthe
Microsoftization of the word. Engineers have inserted a dash between "non" and "blocking” to

satisfy Microsoft, as well as other, spell checkers. The correct spelling of the word as noted in the
|EEE 1364-1995 Verilog Standard isin fact: nonblocking.
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ABSTRACT

Designing a pure, one-clock synchronous design is aluxury that few ASIC designerswill ever
know. Most of the ASICsthat are ever designed are driven by multiple asynchronous clocks and
require special data, control-signal and verification handling to insure the timely completion of a
robust working design.



1.0 Introduction

Most college courses teach engineering students prescribed techniques for designing completely
synchronous (single clock) logic. In the real ASIC design world, there are very few single clock
designs. This paper will detail some of the hardware design, timing analysis, synthesis and
simulation methodol ogies to address multi-clock designs.

This paper is not intended to provide exhaustive coverage of thistopic, but is presented to share
techniques learned from experience.

2.0 Metastability

Quoting from Dally and Poulton's book[1] concerning metastability:

"When sampling a changing data signal with aclock ... the order of the events
determines the outcome. The smaller the time difference between the events, the
longer it takes to determine which came first. When two events occur very close
together, the decision process can take longer than the time allotted, and a
synchronization failure occurs.”

Only one
synchronizing flip-flop

aclkis

asynchronous adat bdat1
to belk dat

Dat
TL | TX | | |/|/|/_/” char?g?ng

belk samples adat
while it is changing

\(
I

]

v
«— ... and might still be
o

bdat1 A metastable at the next

rising edge of belk

Clocked signal is
initially metastable ...

Figure 1 - Asynchronous clocks and synchronization failure
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Figure 1 shows a synchronization failure that occurs when a signal generated in one clock
domain is sampled too close to the rising edge of a clock signal from another clock domain.

Synchronization failure is caused by an output going metastable and not converging to alegal
stable state by the time the output must be sampled again. Figure 2 shows that a metastable
output can causeillegal signal values to be propagated throughout the rest of the design.

//

invalid data propagated
throughout the design

adat bdat1

7

dat

Sampling aclk _,_ ’(

clock bclk

YRS I o o s N B

changing
adat

;

|
\\
i

Clocked signal is
initially metastable
{ | and is still meta-
v i/ stable on the next
active clock edge

Other logic output values
are indeterminate

Figure 2 - Metastable bdat 1 output propagating invalid data throughout the design

<

bclk ] |

bdat1

Every flip-flop that is used in any design has a specified setup and hold time, or the time in which
the datainput is not legally permitted to change before and after arising clock edge. Thistime
window is specified as a design parameter precisely to keep a data signal from changing too close
to another synchronizing signal that could cause the output to go metastable.

The metastable output problem shown in Figure 2 is sometimes known as the John Cooley
ESNUG effect, or in other words, the propagation of unwanted information!
(Just kidding, John! ©)
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3.0 Synchronizers

Quoting again from Dally and Poulton[2] concerning synchronizers:

"A synchronizer is adevice that samples an asynchronous signal and outputs aversion
of the signal that has transitions synchronized to alocal or sample clock."

The most common synchronizer used by digital designersis atwo-flip-flop synchronizer as
shown in Figure 3.

%

adat bdat1l bdat2

;i

adat
changing

i

Clocked signal is
initially metastable
but goes "high"
before the next
active clock edge

bdat2 /‘/ \ «—— bdatz2 is synchronized

and valid

|

Figure 3 - Two flip-flop synchronizer

Thefirst flip-flop samples the asynchronous input signal into the new clock domain and waits for
afull clock cycle to permit any metastability on the stage-1 output signal to decay, then the stage-
1 signal is sampled by the same clock into a second stage flip-flop, with the intended goal that
the stage-2 signal is now a stable and valid signal synchronized into the new clock domain.

It istheoretically possible for the stage-1 signal to still be sufficiently metastable by the time the
signal is clocked into the second stage to cause the stage-2 signal to also go metastable. The
calculation of the probability of the time between synchronization failures (MTBF) isafunction
of multiple variables including the clock frequencies used to generate the input signal and to
clock the synchronizing flip-flops. One description of the MTBF calculation can be found in
Dally and Poulton[3].

For most synchronization applications, the two flip-flop synchronizer is sufficient to remove all
likely metastability.
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4.0 Static Timing Analysis

Performing static timing analysis is the process of verifying that every signal path in adesign
meets required clock-cycle timing, whether or not all of the signal paths are even possible. Static
timing analysisis not used to verify the functionality of the design, only that the design meets
timing goals. In theory, timing verification could be accomplished by running exhaustive gate-
level simulations with SDF backannotation of actual timing values after adesign is placed and
routed. Thisis often referred to as dynamic timing verification.

Static timing analysis has three principa advantages over dynamic timing verification: (1) static
timing analysistools verify every single path between any two sequential elements, (2) static
timing analysis does not require the generation of any test vectors, and (3) static timing analysis
tools are orders of magnitude faster than trying to do timing verification running exhaustive gate-
level ssimulationg[4].

Timing analysis using Synopsys tools on a completely synchronous design is relatively easy to
perform using either DesignTime within the Synopsys Design Compiler or Design Analyzer
environments, or by using PrimeTime.

Timing analysis on modules with two or more asynchronous clocksis error prone, more difficult
and can be time consuming. Static timing analysis on signals generated from one clock domain
and latched into sequential elements within a second, asynchronous clock domain isinaccurate
and for the most part worthless. The timing information for asignal latched by aclock that is
asynchronous to the latched signal is inaccurate because the phase relationship between the

signal and the asynchronous clock is always changing; therefore, the static timing analysis tool
would have to check an infinite number of phase rel ationships between the signal and
asynchronous clock. The fact is, one must assume that signals that pass from one clock domain to
another at some point will violate either setup or hold times on the destination sequential

element.

There is no good reason to perform timing analysis on signals that are generated in one clock
domain and registered in another asynchronous clock domain. It is a given that these signals DO
violate setup and hold times on the destination register. Thisiswhy synchronizers (see section
3.0) are needed, to aleviate the problems that can occur when a signal is passed from one clock
domain to another.

For RTL modules that have two or more asynchronous clocks as inputs, a designer will be
required to indicate to the static timing analysis tool which signal paths should be ignored. This
is accomplished by "setting false paths' on signals that cross from one clock domain to another.
This can be atedious and error prone job unless the guidelines in the next two sections are
followed.
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5.0 Clock Naming Conventions

Guiddine: Use aclock naming convention to identify the clock source of every signal ina
design.

Reason: A naming convention helps al team membersto identify the clock domain for every
signal in a design and also makes grouping of signals for timing analysis easier to do using
regular expression "wild-carding" from within a synthesis script.

A number of useful clock naming conventions have been used by various design teams. One that
was used by design engineersin 1995 while designing video ASICs for In Focus projectors
required that aleading prefix character be used to identify the various asynchronous clock
domains. Examples included: uClk for the microprocessor clock, vClk for the video clock and
dClk for the display clock.

Each signal was synchronized to one of the clock domains in the design and each signal-name
had to include a prefix character identifying the clock domain for that signal. Any signal that was
clocked by the uClk would have a u-prefix in the signal name, such as uaddr, udata, uwrite, etc.
Any signal that was clocked by the vClk would similarly have a v-prefix in the signal name, such
as vdata, vhsync, vframe, etc. The same signal naming convention was used for all signals
generated by any of the other clocks in the design.

Using this technique, any engineer on the ASIC design team could easily identify the clock-
domain source of any signal in the design and either use the signals directly or passthe signals
through a synchronizer so that they could be used within a new clock domain.

The naming convention alone contributed significantly to the productivity of the design team.
How do we know there was a productivity gain? One of the design engineers started his part of
the ASIC design using his own naming convention, ignoring the convention in use by the other
design team members. After much confusion about the signals entering and leaving his design
partition, ateam meeting was called and the non-compliant designer was "strongly encouraged"
to rename the signals in his part of the design to conform to the team naming convention. After
the signal names were changed, it became easier to interface to the partition in question. Fewer
guestions and less confusions occurred after the change.

6.0 Design Partitioning

Guiddine: Only allow one clock per module.
Reason: Static timing analysis and creating synthesis scripts is more easily accomplished on
single-clock modules or groups of single-clock modules.

Guiddine: Create a synchronizer module for each set of signals that pass from just one clock
domain into another clock domain.

Reason: It isgiven that any signal passing from one clock domain to another clock domainis
going to have setup and hold time problems. No worst-case (max time) timing analysisis
required for synchronizer modules. Only best case (min time) timing analysisis required between
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first and second stage flip-flops to ensure that all hold times are met. Also, gate-level simulations
can more easily be configured to ignore setup and hold time violations on the first stage of each
synchronizer.

bSig0
* asig2
asigo aClk Logic asSigl asig1 | sync_ bClk Logic bSigl
. azb
bSig1 | Sync_ bSigo
b2a
cSigl SyzC_ I cSig2 Syzﬁ_ I
cZa ,— C

Each non-

synchronizer asig3 | Sync_ cClk Logic  [csig1 Simple to
module is now

perform static
timing analysis
for each clock

completely

synchronous to I

just one clock bSig2

cSig3

cSig0 cSig0

\4

4

Figure 4 - Design partitioned on clock boundaries

In 1995, while working on a multi-asynchronous-clock ASIC design to be used in In Focus
projectors, | received an e-mail message from Steve Golson in which he gave me the strong
recommendation to only allow one clock per module for each module in the ASIC design[5]. At
that time we were permitting multiple clocks per module and trying to handle timing analysis by
including alarge number of set_false path commands in our synthesis scripts to eliminate invalid
timing-error messages.

After giving consideration to Steve's recommendation, | decided to completely re-partition the
ASIC design | was working on and to adhere to the recommendation to only permit one clock per
module. | took atwo-week hit to my schedule to re-partition the entire ASIC. After repartitioning
the design, many of the timing analysis and synthesis tasks became trivial.

By partitioning a design to permit only one clock per module, static timing analysis becomes a
significantly easier task.

The next logical step wasto partition the design so that every input module signal was already
synchronized to the same clock domain before entering the module. Why is this significant? If all
signals entering and leaving the modul e are synchronous to the clock used in the module, the
design is now completely synchronous! Now the entire module can be static timing analyzed
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without any "false paths' and Design Compiler can be used to "group™ all of the same-clock
synchronous modules to perform compl ete, sequential static timing analysis within each clock
domain.

There is one exception to the above recommendation. Multi-clock designs require at least some
RTL modules to pass signals from one clock domain to modules that are clocked within a
different clock domain. For the In Focus ASIC designs, we created separate synchronizer
modules that permitted signals from one and only one clock domain to be passed into a module
that synchronized the signalsinto a new clock domain.

Using the naming convention described in section 5.0, all processor-clock generated signals (u-
signals) would be used as inputs to a module that might be clocked by the video clock. This
module was called the "sync_u2v" module and the RTL code did nothing more than take each u-
signal input and run it through a pair of flip-flops clocked by vClk. Aside from the vClk and
reset inputs, every other input signal to the "sync_u2v" module had a"u" prefix and every output
signal from that same module had a"v" prefix.

No worst-case timing analysisis required on the "sync" modules because we know that every
input signal to these modules will have timing problems; otherwise, we would not have to pass
the signals through synchronizers. The only timing analysis that we need to perform within
synchronizer modules is min-time (hold time) analysis between the first and second flip-flop
stages for each signal.

In generd, if there are n asynchronous clock domains, the design will require n(n-1)
synchronizer modules, two for each pair of clock signals (example: using the uClk and vClk
signals: the two synchronizer modules required would be sync_u2v and sync_v2u). Only if there
are no signals that pass between two specific clock domains will a pair of synchronizer modules
not be required.

By the way, what happened to that repartitioned In Focus ASIC design? After modifying all of
the RTL filesto create either completely synchronous modules or synchronizer modules, the task
of generating synthesis scripts becametrivial. All of the script files which previously included
"set false path" commands were either deleted or significantly simplified. All timing problems
were easily identified and fixed (because they were all within single-clock domain groupings)
and the final synthesis runs completed two weeks earlier than anticipated, putting the project
back on schedule and completely justifying the decision to repartition the design.

7.0 Synthesis Scripts & Timing Analysis

Following the guidelines of section 6.0, to only permit one clock per module, to require that all
signal s entering non-synchronizer modules are also in the same clock domain that is used to
clock that module and to require that synchronizer modules only permit input signals from one
other clock domain, helps to simplify the timing analysis and synthesis scripting tasks associated
with amulti-clock design.
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Synthesis script commands used to address multiple clock domain issues now become a matter of
grouping, identifying false paths and performing min-max timing analysis.

7.1 Grouping

Group together al non-synchronizer modules that are clocked within each clock domain. One
group should be formed for each clock domain in the design. These groups will be timing
verified asif each were a separate, completely synchronous design.

7.2 Identifying False Paths

In general, only the inputs to the synchronizer modules require "set_false path" commands. If a
clock-prefix naming scheme is used (see section 5.0), then wild-cards can be used to easily
identify all asynchronous inputs. For example, the sync_u2v module should have inputs that all
start with the letter "u". The following dc_shell command should be sufficient to eliminate all
asynchronous inputs from timing analysis.

set false path -from { u* }
7.3 Performing Min-Max Timing Analysis

Each grouped set of modules for each clock domain is now a completely synchronous sub-design
and tools such as DesignTime or PrimeTime can be used to verify worst case timing (including
setup time checks) and best case timing (including hold time checks).

The synchronizer blocks are timing verified separately. Worst case timing checks are not
required because these modules are just composed of flip-flops to synchronize asynchronous
input signals; therefore, there are no long path delays and the outputs are fully registered. After
setting false paths on all of the asynchronous inputs, best case (minimum) timing verification is
conducted to insure that hold times are met on all signals that are passed from the first to second
stage synchronizing flip-flops.

8.0 Synchronizing Fast Signals Into Slow Clock Domains

A general problem associated with synchronizersis the problem that a signal from a sending
clock domain might change values twice before it can be sampled into a slower clock domain.
This problem must be considered any time signals are sent from one clock domain to another.

Synchronizing slower control signalsinto afaster clock domain is generally not a problem since
the faster clock signal will sample the slower control signal one or more times. Recognizing that
sampling slower signalsinto faster clock domains causes fewer potential problems than sampling
faster signalsinto slower clock domains, a designer might want to take advantage of this fact and
try to steer control signals towards faster clock domains.
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8.1 Passing A Slow Control Signal

When passing one control signal between clock domains, a simple two-flip-flop synchronizer is
typically sufficient if other rules are followed (described below).

An exception to this rule occurs when trying to pass a control signal from afaster clock domain
to aslower clock domain, the control signal must be wider than the cycle time of the slower
clock. If the control signal is only asserted for one fast-clock cycle, the control signal could go
high and low between the rising edges of a slower clock and not be captured into the slower
clock domain as shownin Figure 5.

The adat signal is asserted

— aclk I | | | and de-asserted between the
This will two rising edges of belk

cause
problems! J adat I/ \I

bdat1

bdat2 /

Figure 5 - Short control signal pulse missed during synchronization

bdatl and bdat2
are never asserted

One potential solution to this problem isto assert control signals for a period of time that exceeds
the cycle time of the sampling clock as shown in Figure 6. The assumption is that the control
signal will be sampled at least once and possibly twice by the receiver clock.

This pulse must
aclk K be wider than

_ - ] one belk period!
acat WJ I \

I This insures that

balk adat is propagated

to bdatl and bdat2

bdat1

bdat2 / il \—

Figure 6 - Lengthened pulse to guarantee that the control signal will be sampled
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A second potential solution to this problem isto assert a control signal, synchronize it into the
new clock domain and then pass the synchronized signal back through another synchronizer into
the sending clock domain as an acknowledge signal. Although synchronizing a feedback signal is
avery safe technique to acknowledge that the first control signal was recognized and sampled
into the new clock domain, there is considerable delay associated with synchronizing control
signals in both directions before releasing the control signal[6].

bdat1 bdat2

Figure 7 - Feedback synchronization of a control signal

9.0 Passing M ultiple Control Signals

A frequent mistake made by engineers when working on multi-clock designsis passing multiple
control signals from one clock domain to another and overlooking the importance of the
sequencing of the control signals. Simply using synchronizers on all control signalsis not aways
good enough as will be shown in the following examples.

If the order or alignment of the control signalsis significant, care must be taken to correctly pass
the signals into the new clock domain. All of the examples shown in this section are overly
simplistic but they closely mimic situations that often arisein real designs.

9.1 Problem - Two simultaneously required control signals.

In the simple example shown in Figure 8, aregister in the new clock domain requires both aload
signal and an enable signal in order to load a data value into the register. If both the load and
enable signals are being sent from one clock domain, there is a chance that a small skew between
the control signals could cause the two signals to be synchronized into different clock cycles
within the new clock domain. In this example, this would cause the data to the register to not be
loaded.
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The solution to the problem in this simple example is easy. As shown in Figure 9, drive both the
load and enabl e register input signals in the new clock domain from just one control signal. This
will remove the potential for the control signals arriving shifted in time.

9.2 Problem - Two phase-shifted sequencing control signals.

The diagram in Figure 10, shows two enable signals, aenl and aen2, that are used to enable the
sequential passing of a data signal through a short pipeline design. The problem isthat in the first
clock domain, the aenl control signal might terminate slightly before the aen2 control signal is
asserted, and the second clock domain might try to sample the aenl and aen2 control signalsin
the middle of this dlight time gap, causing a one-cycle gap to form in the enable control-signal
chain in the second clock domain. This would cause the a2 output signal to be missed by the
second flip-flop.

Small skew between
control signals

Synchronizing aclk !

ak [ L

ab enl i_ ! ! !
ab_enz | . p——_

s
ikl B B =

2nd enable signal is too late i i

al "

@ | | /o .
Synchronizers' a3 ! :

a3 was not loaded

Figure 10 - Problem - Passing sequentia control signals between clock domains

The solution to the problem, as shown in Figure 11, isto send only one control signa into the
new clock domain and generate the second phase-shifted sequential control signal within the new
clock domain.
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Figure 11 - Solution - Logic to generate the proper sequencing signals in the new clock domains

9.3 Problem - Two encoded control signals.
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Figure 12 - Problem - Encoded control signals passed between clock domains

SNUG San Jose 2001 14
Rev 1.1

Synthesis and Scripting Techniques for
Designing Multi-Asynchronous Clock Designs



The diagram in Figure 12 shows two encoded control signals being passed between clock
domains. If the two encoded signals are slightly skewed when sampled, an erroneous decoded
output could be generated for one clock period in the new clock domain.

One potential solution to this problem, as shown in Figure 13, is to send a shaped enable signal
to act asa"ready flag" in the new clock domain. The sending clock domain must generate and
enable signal one clock cycle after asserting the decoder inputs. The sending clock domain must
also remove the enable signal one clock cycle before de-asserting the decoder inputs. As
described earlier, the enable signal must be asserted for atime period that is longer than the cycle
time of the receiving clock domain.
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bden n | | _:
R g | | :
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T o—— : . e
bd & aen[0] | 0 | i i
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l | g
domain| : aen[3) | 1V \aen[3]

P (off) |

Shaped enable

| T |
pulse '

aen[0] "17 (off) !

Synchronizers I

Figure 13 - Solution #1 - Logic to synchronize and wave-shape an enable pulse to pass between clock domains

Under worst case conditions, the shaped enable signal will either be sampled at the sametime as
the encoded inputs are sampled into the receiving clock domain, or the shaped enable signal will
be de-asserted at the same time as the encoded inputs are de-asserted in the receiving clock
domain. Under best case conditions, the shaped enable pulse will be asserted one receiving clock
cycle later than the assertion of the encoded inputs and de-asserted one receiving clock cycle
before the de-assertion of the encoded inputs. This method insures that the encoded inputs are
valid before they are enabled into the receiving clock domain.

A second potential solution to this problem, as shown in Figure 14, isto decode the signals back
in the sending clock domain and then send the decoded outputs (where only one of the outputsis
asserted) through synchronizers into the new clock domain. Within the new clock domain, a state
machine is used to determine when a new decoded output has been asserted. If there are no
decoded outputs, it means that one decoded output has been de-asserted and that another decoded
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output is about to be asserted. If there are two asserted decoded output signals, the last decoded
output signal will cause the state machine to change states and the older decoded output signal
will turn off on the next rising clock edge in the new clock domain. It isimportant that the sender
insure that the decoded outputs are each asserted for atime period that islonger than the cycle
time of the receiving clock domain.
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Figure 14 - Solution #2 - FSM logic to detect one-hot control signals passed from a different clock domain

Any time there are multiple control signals crossing clock boundaries, caution must be taken to
insure that the sequencing of the control signals being passed is correct or that any potential mis-
sequencing of the control signals will not adversely impact the correct operation of the design.

10.0 Data-Path Synchronization

Passing data from one clock domain to another is an example of passing multiple randomly
changing signals between clock domains. Using synchronizers to handle the passing of datais
generally unacceptable. There are far too many opportunities for multi-bit data changes to be
incorrectly sampled using synchronizers.

Two common methods for synchronizing data between clock domains are: (1) use handshake
signals to pass data between clock domains or, (2) use FIFOs (First In First Out memories) to
store data using one clock domain and to retrieve data using another clock domain.

10.1 Handshaking Data Between Clock Domains
Data can be passed between clock domains using two or three handshake control signals,
depending on the application and the paranoia of the design engineer. When it comes to

handshaking, the more control signals that are used, the longer the latency to pass data from one
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clock domain to another. The biggest disadvantage to using handshaking is the latency required
to pass and recognize all of the handshaking signals for each dataword that is transferred.

For many open-ended data-passing applications, a simple two-line handshaking sequence is
sufficient. The sender places data onto a data bus and then synchronizes a"data valid" signal to
the receiving clock domain. When the "data_valid" signal is recognized in the new clock domain,
the receiver clocks the datainto aregister in the new clock domain (the data should have been
stable for at least two rising clock edges in the sending clock domain) and then passes an
"acknowledge" signal through a synchronizer to the sender. When the sender recognizes the
synchronized "acknowledge" signal, the sender can change the value being driven onto the data
bus.

Under some circumstances, it might be useful to use athird control signal, "ready", sent through
a synchronizer from the receiver to the sender to indicate that the receiver isindeed "ready” to
receive data. The "ready” signal should not be asserted while the "data valid" signal istrue.
When the "data valid" signal is de-asserted, a "ready" signal can be passed to the sender. Of
course, with the added handshake signal comes the penalty of longer latency to synchronize and
recognize the third control signal.

10.2 Passing Data By FIFO Between Clock Domains

One of the most popular methods of passing data between clock domainsisto use a FIFO. A dual
port memory is used for the FIFO storage. One port is controlled by the sender which puts data
into the memory as fast a one data word (or one data bit for serial applications) per write clock.
The other port is controlled by the receiver, which pulls data out of memory one data word per
read clock. Two control signals are used to indicate if the FIFO is empty, full or partially full.
Two additional control signals are frequently used to indicate if the FIFO is amost full or almost
empty.

In theory, placing datainto a shared memory with one clock and removing the data from the
shared memory with another clock seems like an easy and ideal solution to passing data between
clock domains. For the most part it is, but generating accurate full and empty flags can be
challenging.

10.3 FIFO Full & Empty

Determining that a FIFO isfull or empty requires some type of mathematical manipulation
and/or comparison of write and read pointers. The problem is that the two pointers are generated
in two different clock domains, so one or both pointers must be synchronized into the opposite
clock domain before mathematical and comparison operations can be safely performed.

10.4 FIFO Pointers- Implemented as Binary Counters

Any FIFO pointer that must be synchronized into a different clock domain should not be
implemented as a binary counter.
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One characteristic of binary countersisthat half of al sequential binary incrementing operations
require that two or more counter bits must change. Trying to synchronize a binary counter into a
new clock domain is more problematic than trying to synchronize multiple control signalsinto a
new clock domain. If asimple 4-bit binary counter changes from address 7 (binary 0111) to
address 8 (binary 1000), all four counter bits will change at the same time. If a synchronizing
clock edge comes in the middle of thistransition, it is possible that any 4-bit binary pattern could
be sampled and synchronized into the new clock domain as shown in Figure 15.

Binary Count 07 -> 08 possible binary transitions

Values 0111 -> 1000 (07->08)
00 0000 0111 -> 0O0O0O0 (07->00)
01 0001 0111 -> 0001 (07->01)
02 0010 0111 -> 0010 (07->02)
03 0011 0111 -> 0011 (07->03)
04 0100 0111 -> 0100 (07->04)
05 0101 0111 -> 0101 (07->05)
06 0110 0111 -> 0110 (07->06)
07 0111 0111 -> 0111 (07->07)
081 000 0111 -> 1000 (07->08)
091001 0111 -> 1001 (07->09)
101 010 0111 -> 1010 (07->10)
11 1 0 11 0111 -> 1011 (07->11)
121100 0111 -> 1100 (07->12)
131101 0111 -> 1101 (07->13)
14 1 110 0111 -> 1110 (07->14)
151111 0111 -> 1111 (07->15)

Figure 15 - Binary count values sampled in mid-transition

The new, synchronized binary value might trigger afalse full or empty flag, or even worse, it
might not trigger areal full or empty flag causing data to be lost due to FIFO overflow or causing
bogus data to be read from the FIFO due to attempting to read data when the FIFO isreally
empty.

10.5 FIFO Pointers- Implemented as Gray-Code Counters

Although binary counters work fine for addressing the memory, trying to synchronize binary
counters into a new clock domain is problematic. A better approach for passing pointers between
clock domainsisto use a gray-code counter for the two FIFO pointers. Gray code counters only
change one bit at atime. If a synchronizing clock signal comesin the middle of agray code
counter transition, the synchronized value will either be the old value or the new value because
only one bit is changing at atime.
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10.6 Designing Gray Code Counters

A block diagram for a gray-code counter is shown in Figure 16. To design agray code counter, a
register is used to store the gray code values. The register output is fed back to a gray-to-binary
converter, the binary value is incremented by one, the incremented binary value is then passed to
a binary-to-gray converter that drives the inputs to the gray-code register.

One line
of code

One line of code
with concatenations

For-loop with two
lines of code

gray

inc
clk
rst_n

The gray and
binary values
increment only
if inc is high

The bnext output is
the binary value +1
(if inc is high)

Figure 16 - Gray-code counter block diagram

10.7 Gray To Binary Conversion

To convert a gray-code value to an equivalent binary-code value, using an n-bit gray code value
as an example, binary bit 0 is equal to the exclusive-or of gray code bit 0 exclusive-ored with all
other gray code bitsfrom 1 to n. Binary bit 1 isequal gray code bit 1 exclusive-ored with all
other gray code bits from 2 to n, etc. The most significant binary bit is just equal to the most
significant gray code bit. The equations for a 4-bit gray-to-binary conversion are shown in Figure
17.

bin[0] = gray[3] * grayl[2] * grayll]l * grayl0]l;
bin[l] = gray[3] * grayl[2] * grayll];

bin[2] = grayl[3] * grayl2];

bin[3] = grayl[3];

Figure 17 - 4-bit gray-to-binary conversion equations

The easiest way to code a gray-to-binary converter isto code afor-loop and do an exclusive-or
reduction on a gray code vector with variable index range, where each time through the loop the
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LSB of the index range increases until we are left with a simple assignment of bin[MSB] =
gray[MSB:MSB] (just the 1-bit MSB of the gray code vector), as shown in Example 1.

module gray2bin bad (bin, gray):;
parameter SIZE = 4;
output [SIZE-1:0] bin;
input [SIZE-1:0] gray:
reg [SIZE-1:0] bin;
integer i;

// Syntax Error - variable index range
always @(gray)
for (i=0; i<SIZE; i=i+l)
bin[i] = " (gray[SIzE-1:il);
endmodule

Example 1 - Non-working but conceptually correct gray-to-binary Verilog model

Unfortunately, Verilog does not permit part selects using a variable index range so the codein
Example 1, although conceptually correct, will not compile.

Another way to think of a gray-to-binary conversion isto exclusive-or the significant gray-code
bits with padded O's as shown in Figure 18.

bin[0] = grayl[3] * grayl[2] * grayl[ll * grayl0] ; // gray>>0
bin[l] = 1'b0 * grayl3] *~ grayl[2] * grayl[l]l ; // gray>>1l
bin[2] = 1'b0 * 1'b0 * grayl3] * grayl2] ; // gray>>2
bin[3] = 1'b0 * 1'b0 * 1'b0 * grayl3] ; // gray>>3

Figure 18 - 4-bit gray-to-binary conversion equations - 2nd method

The corresponding parameterized Verilog model for this algorithm is shown in Example 2. This
exampleis syntactically correct, will compile and does work.

module gray2bin (bin, gray):
parameter SIZE = 4;
output [SIZE-1:0] bin;
input [SIZE-1:0] gray:
reg [SIZE-1:0] bin;
integer i;
always @(gray)
for (i=0; i<SIZE; i=i+1)
bin[i] = “(gray>>i);
endmodule

Example 2 - Parameterized and correct gray-to-binary Verilog model

10.8 Binary To Gray Conversion

To convert abinary value to an equivalent gray-code value, using an n-bit binary value as an
example, gray-code bit 0 is equal to the exclusive-or of binary bits 0 and 1. Gray-code bit 1 is
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equal to the exclusive-or of binary bits 1 and 2, etc. The most significant gray-code bit is just
equal to the most significant binary bit. The equations for a 4-bit binary-to-gray conversion are
shown in Figure 19.

bin[0] = grayl[0] * grayll]l:;
bin[l] = grayl[l]l * grayl2]:;
bin[2] = grayl[2] * grayl3];
bin[3] = grayl[3]:;

Figure 19 - 4-bit binary-to-gray conversion eguations

The easiest way to code a binary-to-gray converter isto code a simple continuous assignment that
performs a bit-wise exclusive-or operation between the binary vector and a right-shifted version
of the same binary vector as shown in Example 3. This exampleis syntactically correct, will
compile and does work.

module bin2gray (gray, bin);
parameter SIZE = 4;
output [SIZE-1:0] gray:
input [SIZE-1:0] bin;

A

assign gray = (bin>>1) bin;

endmodule

Example 3 - Parameterized binary-to-gray Verilog model

10.9 Gray Code Counter

The Verilog code for a gray-code counter incorporates a gray-to-binary converter, a binary-to-
gray converter and increments the binary value between conversions. The parameterized Verilog
model for the gray-code counter is shown in Example 4.

module graycntr (gray, clk, inc, rst n);
parameter SIZE = 4;
output [SIZE-1:0] gray:

input clk, inc, rst n;
reg [SIZE-1:0] gnext, gray, bnext, bin;
integer i;

always @(posedge clk or negedge rst n)
if (!rst n) gray <= 0;
else gray <= gnext;

always @(gray or inc) begin
for (i=0; i<SIZE; i=i+1)

bin[i] = *(gray>>i);
bnext = bin + inc;
gnext = (bnext>>1) ”~ bnext;
end
endmodule
Example 4 - Parameterized gray-code counter Verilog model
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11.0 FIFO Design

When passing data between two different clock domains, FIFOs, or First-In, First-Out memories,
are the design-block of choice for most engineers. Figure 20 shows a block diagram for a FIFO
design.

Instantiated
memory
module

wdata . wdata |
write / [
l write
—_—— eV - I |
r I I I
| | FIFO | | I I I I
I wptr I | I I I
WInCl linc g |4 : » | waddr raddr |q—y l_{g inc| 1MN¢
| |
I ginc M : I FIFO Memory I | [ 9inc :
wclk (Dual Port RAM) | rclk
: ' rst_n | : I : rst_n |
| 1 |
wrst_n I | e == I lrrst_n
. ! >< l !

Full @ === = = 1 [m= === 2 ' > Empty | |
<ML flag Ly syncronize || syncronize |1 I flag My
1| logic I to write clk | | I toread clk || — logic ||

| A 1 A4 j'\ A 1 ! ry
—-— s s - - s men | e - - ﬂh - e s o - - e e . -

welk Synchronizer relk
wrst_n modules (2) rrst_n

Figure 20 - FIFO Block Diagram - partitioned on clock boundaries

11.1 FIFO Writeand Read Operations

For the purposes of this paper, a FIFO write operation is an operation that |oads a data word into
the FIFO. FIFO write operations are sometimes called FIFO fill, FIFO load, etc.

For the purposes of this paper, a FIFO read operation is an operation that removes a data word
from the FIFO. FIFO read operations are sometimes called FIFO drain, etc.

Since full and empty flags are generated by pointers where at least one of the pointers must be
synchronized into a second clock domain, clock-cycle accurate assertion and de-assertion of full
and empty flagsis not completely possible.
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One FIFO design technique isto insure that afull or empty flag is asserted exactly when full or
empty conditions occur, but de-asserting the flags might come afew clock cycles late. Thisis
sometimes referred to as pessimistic full and empty flags.

11.2 Pessimistic full and empty flags

A pessimistic full flagisafull signal that is asserted immediately when a FIFO becomes full but
is de-asserted late (it is not de-asserted until afew read-clock cycles later).

Because the write pointer does not have to be synchronized before testing for afull condition, the
full flag will be asserted immediately when the FIFO goes full. The FIFO might not actually be
completely full because the read pointer might have incremented but the new read pointer value
might not have been synchronized into the write clock domain. Using the block diagram shown
in Figure 20, the read pointer synchronized into the write clock domain is always two write
clocks behind the actual read pointer value, so the full flag might be asserted for two extrawrite
clocks. Thistypically is not a problem since the full flag is smply holding off transmission of
more data from the data sending source for two extrawrite clock cycles. Pointers being
synchronized into a new clock domain should be gray code counters for reasons explained in
sections 10.4 and section 10.5.

Similarly, because the read pointer does not have to be synchronized before testing for an empty
condition, the empty flag will be asserted immediately when the FIFO goes empty. The FIFO
might not actually be completely empty because the write pointer might have incremented but the
new write pointer value might not have been synchronized into the read clock domain. Using the
block diagram shown in Figure 20, the write pointer synchronized into the read clock domain is
always two read clocks behind the actual write pointer value, so the empty flag might be asserted
for two extraread clocks. Thistypicaly is not a problem since the empty flag is merely

informing the data receiver that datais not ready to be sent for another two read clock cycles.
Again, pointers being synchronized into a new clock domain should be gray code counters for
reasons explained in sections 10.4 and section 10.5.

11.3 Full & Empty

A FIFO isfull when both pointersare equal. A FIFO is also empty when both pointers are equal,
so the FIFO pointers should be one bit larger than is necessary to address the full memory range.
The extrabit is used as aflag to help determine if the FIFO is empty or full. If the extra, pointer
MSBs are equal, it means that the FIFO pointers have wrapped back to address 0 an equal
number of times and if the rest of the FIFO bits are equal, the FIFO is empty. If the extra, pointer
MSBs are not equal, it means that the write pointer has wrapped back to address 0 one more time
than the read pointer and if the rest of the FIFO bits are equal, the FIFO isfull.
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12.0 Simulation I ssues

As mentioned in section 4.0, signals crossing clock boundaries through a synchronizer will
experience setup and hold violations. That is why synchronizers are added to adesign, to filter
out the metastability effects of asignal that changestoo close to the rising edge of anew clock
domain clock signal.

When doing gate-level simulations on a multi-clock design, the ASIC library models of flip-flops
are modeled with setup and hold time expressions to match the timing specifications of the actual
flip-flops. ASIC libraries typicaly model flip-flopsto drive X's (unknowns) on the flip-flop
outputs when atiming violation occurs. When simulating gate-level synchronizers, setup and
hold time violations might cause ASIC libraries to issue setup and hold time error messages and
the offending signals are frequently driven to an X value. These X-values propagate to the rest of
the design causing problems when trying to verify the functionality of the entire gate-level

design.

Most Verilog ssmulators have a command option to ignore al timing checks, but thiswould also
ignore the desired timing checks for the rest of the design.

It is possible to change the setup and hold time setting to zero for any ASIC library flip-flop that
isused in a synchronizer, but that would cause all setup and hold time checks of al instances of
that same type of flip-flop to be set to zero, including the flip-flops that you might want to use to
test the rest of the design.

Y ou could make copies of flip-flops from an ASIC library and store them into anew Verilog
library with different names, set to zero al setup and hold times, then modify the design gate-
level netlist, replacing al first stage synchronizer ASIC library flip-flops with the modified
library flip-flops without timing checks, but this could be an error prone and tedious process that
might have to be repeated each time anew netlist is generated or it might require the creation of a
makefile and scripts to automatically make the modifications each time anew netlist is

generated.

A clever way to approach this problem suggested by Bhatnagar[ 7] is to use Synopsys commands
to modify the SDF backannotation of the setup and hold time on just the first stage flip-flop cells
in the design. Bhatnagar points out that the SDF file is instance based and therefore targeting the
setup and hold times for the offending cells is more easily accomplished. Bhathagar notes:

Instead of manually removing the setup and hold-time constructs from the SDF file, a
better way isto zero out the setup and hold-times in the SDF file, only for the
violating flops, i.e., replace the existing setup and hold-time numbers with zero's.

Bhatnagar further points out that setup hold times of zero means that there can be no timing
violation, therefore no unknowns propagated to the rest of the design. The following dc_shell
command, given by Bhatnagar, is used to make setup and hold times zero:
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set_annotated check 0 -setup -hold -from REG1/CLK -to REG1l/D

Using a creative naming convention for the output of the first stage flip-flop of a synchronizer
might make wild card expressions possible to easily backannotate all first stage flip-flop SDF
setup and hold time values to zero using very few dc_shell commands.

13.0 Conclusions

Completely synchronous one-clock design techniques are well known. Synthesis tools do their
best work on synchronous designs. Timing analysis tools are designed to report timing problems
on one-clock synchronous designs. Synthesis scripts are easy to create for one-clock synchronous
clock designs. The techniquesin this paper are aimed at making the design look like multiple
single clock designs!

e Partitioning non-synchronizer blocks so that there is only one clock per module permits
easy verification of correct timing by creating clock-domain sub-blocks that can be more
easily verified with static timing analysis tools.

e Partitioning synchronizer blocksto permit inputs from one and only one clock domain and
clocking the signals with only one asynchronous clock creates manageable synchronizer sub-
blocks that can also be easily timed.

e A clock-oriented naming convention can be useful to help identify signals that need to be
timed within the different asynchronous clock domains.

e Multiple control signals crossing clock domains require special attention to ensure that all
control signals are properly sequenced into a new clock domain.

The techniques described in this paper were devel oped to facilitate robust development and
verification of multi-clock designs.
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Synchronous Resets? Asynchronous Resets?
| am so confused!
How will | ever know which to use?

Clifford E. Cummings Don Mills
Sunburst Design, Inc. LCDM Engineering
ABSTRACT

This paper will investigate the pros and cons of synchronous and asynchronous resets. It will then look at usage of
each type of reset followed by recommendations for proper usage of each type.

This paper will also detail an interesting synchronization technique using digital calibration to synchronize reset
removal on amulti-ASIC design.



1.0 resets, Resets, RESETS, and then there sSRESETS

One cannot begin to consider a discussion of reset usage and styles without first saluting the most common reset
usage of all. Thisundesired reset occurs almost daily in systems that have been tested, verified, manufactured, and
integrated into the consumer, education, government, and military environments. This reset follows what is often
called “The Blue Screen of Death” resulting from software incompatibilities between the OS from a certain software
company, the software programs the OS is servicing, and the hardware on which the OS software is executing.

Why be concerned with these annoying little resets anyway? Why devote a whole paper to such atrivia subject?
Anyone who has used a PC with a certain OS loaded knows that the hardware reset comes in quite handy. It will put
the computer back to a known working stete (at least temporarily) by applying a system reset to each of the chipsin
the system that have or require areset.

For individual ASICs, the primary purpose of areset isto force the ASIC design (either behavioral, RTL, or
structural) into a known state for simulation. Once the ASIC is built, the need for the ASIC to have reset applied is
determined by the system, the application of the ASIC, and the design of the ASIC. For instance, many data path
communication ASICs are designed to synchronize to an input data stream, process the data, and then output it. If
sync is ever lost, the ASIC goes through aroutine to re-acquire sync. If thistype of ASIC isdesigned correctly, such
that all unused states point to the “start acquiring sync” state, it can function properly in a system without ever being
reset. A system reset would be required on power up for such an ASIC if the state machinesin the ASIC took
advantage of “don’t care” logic reduction during the synthesis phase.

It is the opinion of the authors that in general, every flip-flop in an ASIC should be resetable whether or not it is
required by the system. Further more, the authors prefer to use asynchronous resets following the guidelines detailed
inthis paper. There are exceptions to these guidelines. In some cases, when follower flip-flops (shift register flip-
flops) are used in high speed applications, reset might be eliminated from some flip-flops to achieve higher
performance designs. Thistype of environment requires a number of clocks during the reset active period to put the
ASIC into a known state.

Many design issues must be considered before choosing areset strategy for an ASIC design, such as whether to use
synchronous or asynchronous resets, will every flip-flop receive areset, how will the reset tree be laid out and
buffered, how to verify timing of the reset tree, how to functionally test the reset with test scan vectors, and how to
apply the reset among multiple clock zones.

In addition, when applying resets between multiple ASICs that require a specific reset release sequence, specia
techniques must be employed to adjust to variances of chip and board manufacturing. The final sections of this
paper will address this latter issue.

2.0 General flip-flop coding style notes

2.1 Synchronousreset flip-flopswith non reset follower flip-flops

Each Verilog procedural block or VHDL process should model only one type of flip-flop. In other words, a designer
should not mix resetable flip-flops with follower flip-flops (flops with no resets)[12]. Follower flip-flops are flip-
flops that are simple data shift registers.

In the Verilog code of Example 1a and the VHDL code of Example 1b, aflip-flop is used to capture data and then its
output is passed through a follower flip-flop. The first stage of this design is reset with a synchronous reset. The
second stage is afollower flip-flop and is not reset, but because the two flip-flops were inferred in the same
procedural block/process, the reset signal rst_n will be used as a data enable for the second flop. This coding style
will generate extraneous logic as shown in Figure 1.

SNUG San Jose 2002 2 Synchronous Resets? Asynchronous Resets?
Rev 1.1 | am so confused! How will | ever know which to use?



module badFFstyle (g2, d, clk, rst n);
output g2;
input d, clk, rst n;
reg a2, qil;

always @ (posedge clk)
if (!rst n) gl <= 1'bO;
else begin

ql <= d4;
q2 <= ql;
end
endmodule

Example 1a- Bad Verilog coding style to model dissimilar flip-flops

library ieee;
use ieee.std logic 1164.all;
entity badFFstyle is

port (
clk : in std logic;
rst n : in std logic;
d : in std logic;
q2 : out std logic);

end badFFstyle;

architecture rtl of badFFstyle is
signal gl : std logic;

begin
process (clk)
begin
if (clk'event and clk = '1l') then
if (rst n = '0') then
ql <= '0';
else
ql <= d4;
g2 <= ql;
end if;
end if;
end process;
end rtl;
Example 1b - Bad VHDL coding style to model dissimilar flip-flops
d— q1i | q2
rst_n A
Id
clk |7 \
rst_n becomes a
"load-data" signal
Figure 1 - Bad coding style yields a design with an unnecessary loadable flip-flop
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The correct way to model afollower flip-flop iswith two Verilog procedural blocks as shown in Example 2a or two
VHDL processes as shown in Example 2b. These coding styles will generate the logic shown in Figure 2.

module goodFFstyle (g2, d, clk, rst n);
output g2;
input d, clk, rst n;
reg q2, ql;

always @ (posedge clk)
if (!rst n) gl <= 1'bO;
else ql <= d4d;

always @ (posedge clk)
g2 <= ql;
endmodule

Example 2a - Good Verilog coding style to model dissimilar flip-flops

library ieee;
use ieee.std logic 1164.all;
entity goodFFstyle is

port (
clk : in std logic;
rst n : in std logic;
d : in std logic;

q2 : out std logic);
end goodFFstyle;

architecture rtl of goodFFstyle is
signal gl : std logic;
begin
process (clk)
begin
if (clk'event and clk = '1l') then
if (rst n = '0') then
ql <= '0';
else
ql <= d4d;
end if;
end if;
end process;

process (clk)

begin
if (clk'event and clk = 'l') then
g2 <= ql;
end if;
end process;
end rtl;
Example 2b - Good VHDL coding style to model dissimilar flip-flops
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d— q1i | g2
L

rst_n —

clk M "

No reset on the
follower flip-flop

Figure 2 - Two different types of flip-flops, one with synchronous reset and one without

It should be noted that the extraneous logic generated by the code in Example 1a and Example 1b isonly aresult of
using a synchronousreset. If an asynchronous reset approach had be used, then both coding styles would synthesize
to the same design without any extra combinational logic. The generation of different flip-flop stylesislargely a
function of the sensitivity listsand i £ -else statements that are used in the HDL code. More details about the
sensitivity list and i £ -else coding styles are detailed in section 3.1.

2.2 Flip-flop inference style

Each inferred flip-flop should not be independently modeled in its own procedural block/process. As a matter of
style, all inferred flip-flops of a given function or even groups of functions should be described using asingle
procedural block/process. Multiple procedural blocks/processes should be used to model macro level functional
divisions within a given module/architecture. The exception to this guideline is that of follower flip-flops as
discussed in the previous section (section 2.1) where multiple procedural blocks/processes are required to efficiently
model the function itself.

2.3 Assignment operator guideline

In Verilog, al assignments made inside the always block modeling an inferred flip-flop (sequential logic) should be
made with nonblocking assignment operatorg[3]. Likewise, for VHDL, inferred flip-flops should be made using
signal assignments.

3.0 Synchronous resets

As research was conducted for this paper, acollection of ESNUG and SOLV-IT articles was gathered and reviewed.
Around 80+% of the gathered articles focused on synchronous reset issues. Many SNUG papers have been
presented in which the presenter would claim something like, “we al know that the best way to do resetsinan ASIC
isto strictly use synchronous resets’, or maybe, “asynchronous resets are bad and should be avoided.” Yet, little
evidence was offered to justify these statements. There are some advantages to using synchronous resets, but there
are also disadvantages. The sameistrue for asynchronous resets. The designer must use the approach that is
appropriate for the design.

Synchronous resets are based on the premise that the reset signal will only affect or reset the state of the flip-flop on
the active edge of aclock. The reset can be applied to the flip-flop as part of the combinational logic generating the
d-input to the flip-flop. If thisisthe case, the coding style to model the reset should be an i £/else priority style
with the reset in the i £ condition and al other combinational logic in the else section. If thisstyleisnot strictly
observed, two possible problems can occur. First, in some simulators, based on the logic equations, the logic can
block the reset from reaching the flip-flop. Thisis only a simulation issue, not a hardware issue, but remember, one
of the prime objectives of areset isto put the ASIC into aknown state for simulation. Second, the reset could be a
“late arriving signal” relative to the clock period, due to the high fanout of the reset tree. Even though the reset will
be buffered from areset buffer tree, it iswise to limit the amount of logic the reset must traverse once it reaches the
local logic. This style of synchronous reset can be used with any logic or library. Example 3 shows an
implementation of this style of synchronous reset as part of aloadable counter with carry out.
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module ctr8sr ( q, co, d, 1d, rst n, clk);
output [7:0] g;

output co;
input [7:0] 4;
input 1ld, rst n, clk;
reg [7:0] q;
reg co;

always @ (posedge clk)

if (trst n) {co,q} <= 9'b0; // sync reset

else if (1d) {co,q} <= d; // sync load

else {co,q} <= q@ + 1'bl; // sync increment
endmodule

Example 3a - Verilog code for aloadable counter with synchronous reset

library ieee;

use ieee.std logic 1164.all;

use ieee.std logic unsigned.all;
entity ctr8sr is

port (
clk : in std logic;
rst n : in std logic;
d : in std logic;
1d : in std logic;
q : out std logic vector (7 downto 0);
co : out std logic);

end ctr8sr;

architecture rtl of ctr8sr is

signal count : std logic vector (8 downto 0);
begin

co <= count(8);

g <= count (7 downto 0);

process (clk)

begin
if (clk'event and clk = '1l') then
if (rst n = '0') then
count <= (others => '0'); -- sync reset
elsif (1d = '1') then
count <= '0' & d; -- sync load
else
count <= count + 1; -- sync increment
end if;
end if;
end process;
end rtl;
Example 3b - VHDL code for aloadable counter with synchronous reset
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Figure 3 - Loadable counter with synchronous reset

A second style of synchronous resets is based on the availability of flip-flops with synchronous reset pins and the
ability of the designer and synthesis tool to make use of those pins. Thisis sometimes the case, but more often the
first style discussed above is the implementation used[22][26].

3.1 Cading style and example circuit

The Verilog code of Example 4a and the VHDL code of 4b show the correct way to model synchronous reset flip-
flops. Note that the reset is not part of the sensitivity list. For Verilog omitting the reset from the sensitivity list is
what makes the reset synchronous. For VHDL omitting the reset from the sensitivity list and checking for the reset
aterthe"if clk’event and clk = 1" statement makesthe reset synchronous. Also notethat theresetis
given priority over any other assignment by using the i £-else coding style.

module sync resetFFstyle (q, d, clk, rst n);

output q;
input d, clk, rst n;
reg qi

always @(posedge clk)
if (!rst n) q <= 1'b0;
else q <= d;
endmodule

Example 4a- Correct way to model aflip-flop with synchronous reset using Verilog

library ieee;
use ieee.std logic 1164.all;
entity syncresetFFstyle is

port (
clk : in std logic;
rst n : in std logic;
d : in std logic;
q : out std logic);

end syncresetFFstyle;

architecture rtl of syncresetFFstyle is
begin

process (clk)

begin
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if (clk'event and clk = '1l') then
if (rst n = '0') then
q<= Iol;
else
q <= d4;
end if;
end if;
end process;
end rtl;

Example 4b - Correct way to model a flip-flop with synchronous reset using VHDL

For flip-flops designed with synchronous reset style #1 (reset is gated with data to the d-input), Synopsys has a
switch that the designer can use to help infer flip-flops with synchronous resets.

Compiler directive: sync_set reset

In general, the authors recommend only using Synopsys switches when they are required and make a difference;
however, our colleague Steve Golson pointed out that the sync_set reset directive does not affect the
functionality of adesign, so its omission would not be recognized until gate-level simulation, when discovery of a
failure would require re-synthesizing the design late in the project schedule. Since this directive is only required once
per module, adding it to each module with synchronous resets is recommended|[ 19].

A few years back, another ESNUG contributor recommended adding the compile preserve sync resets
= "true" compiler directive[13]. Although this directive might have been useful afew years ago, it was
discontinued starting with Synopsys version 3.4b[22].

3.2 Advantages of synchronousresets

Synchronous reset will synthesize to smaller flip-flops, particularly if the reset is gated with the logic generating the
d-input. But in such a case, the combinational logic gate count grows, so the overall gate count savings may not be
that significant. If adesignistight, the area savings of one or two gates per flip-flop may ensure the ASIC fits into
thedie. However, intoday’stechnology of huge die sizes, the savings of a gate or two per flip-flop is generally
irrelevant and will not be a significant factor of whether a design fitsinto a die.

Synchronous reset can be much easier to work with when using cycle based simulators. For this very reason,
synchronous resets are recommend in section 3.2.4(2™ edition, section 3.2.3 in the 1¥ edition) of the Reuse
Methodology Manual (RMM)[18].

Synchronous resets generally insure that the circuit is 100% synchronous.

Synchronous resets insure that reset can only occur at an active clock edge. The clock works as afilter for small
reset glitches; however, if these glitches occur near the active clock edge, the flip-flop could go metastable.

In some designs, the reset must be generated by a set of internal conditions. A synchronous reset is recommended
for these types of designs because it will filter the logic equation glitches between clocks.

By using synchronous resets and a number of clocks as part of the reset process, flip-flops can be used within the
reset buffer tree to help the timing of the buffer tree keep within a clock period.

3.3 Disadvantages of synchronousresets

Synchronous resets may need a pulse stretcher to guarantee a reset pul se width wide enough to ensure reset is present
during an active edge of the clock[14].

A designer must work with pessimistic vs. optimistic simulators. This can be anissueif the reset is generated by
combinational logic in the ASIC or if the reset must traverse many levels of local combinational logic. During
simulation, based on how the reset is generated or how the reset is applied to afunctional block, the reset can be
masked by X’s. A large number of the ESNUG articles addressed thisissue. Most simulators will not resolve some
X-logic conditions and therefore block out the synchronous reset[5][6][7][8][9][10][11][12][13][20].
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By it's very nature, a synchronous reset will require a clock in order to reset the circuit. This may not be a
disadvantage to some design styles but to others, it may be an annoyance. The requirement of a clock to cause the
reset condition is significant if the ASIC/FPGA has an internal tristate bus. In order to prevent bus contention on an
internal tristate a tristate bus when a chip is powered up, the chip must have a power on asynchronous reset[17].

4.0 Asynchronousresets

Asynchronous resets are the authors preferred reset approach. However, asynchronous resets alone can be very
dangerous. Many engineers like the idea of being able to apply the reset to their circuit and have the logic go to a
known state. The biggest problem with asynchronous resets is the reset release, also called reset removal. The
subject will be elaborated in detail in section 5.0.

Asynchronous reset flip-flops incorporate areset pin into the flip-flop design. The reset pinistypically active low
(the flip-flop goes into the reset state when the signal attached to the flip-flop reset pin goesto alogic low level.)

4.1 Coding style and example circuit

The Verilog code of Example 5a and the VHDL code of Example 5b show the correct way to model asynchronous
reset flip-flops. Note that the reset is part of the sensitivity list. For Verilog, adding the reset to the sengitivity list is
what makes the reset asynchronous. In order for the Verilog simulation model of an asynchronous flip-flop to
simulate correctly, the sensitivity list should only be active on the leading edge of the asynchronous reset signal.
Hence, in Example 5a, the always procedure block will be entered on the leading edge of the reset, then the i £
condition will check for the correct reset level.

Synopsys requires that if any signal in the sensitivity list is edge-sensitive, then al signalsin the sensitivity list must
be edge-sensitive. In other words, Synopsys forces the correct coding style. Verilog simulation does not have this
requirement, but if the sensitivity list were sensitive to more than just the active clock edge and the reset |eading
edge, the simulation model would be incorrect[4]. Additionally, only the clock and reset signals can bein the
sensitivity list. If other signals are included (legal Verilog, illegal Verilog RTL synthesis coding style) the
simulation model would not be correct for aflip-flop and Synopsys would report an error while reading the model
for synthesis.

For VHDL, including the reset in the sensitivity list and checking for the reset beforethe“if clk’event and
clk = 1" statement makes the reset asynchronous. Also note that the reset is given priority over any other
assignment (including the clock) by using the i £/else coding style. Because of the nature of aVVHDL sensitivity
list and flip-flop coding style, additional signals can be included in the sensitivity list with no ill effects directly for
simulation and synthesis. However, good coding style recommends that only the signals that can directly change the
output of the flip-flop should be in the sensitivity list. These signals are the clock and the asynchronous reset. Al
other signals will slow down simulation and be ignored by synthesis.

module async resetFFstyle (q, d, clk, rst n);

output q;
input d, clk, rst n;
reg qi

// Verilog-2001l: permits comma-separation
// @(posedge clk, negedge rst n)
always @(posedge clk or negedge rst n)
if (!rst_ n) q <= 1'b0;
else q <= d;
endmodule

Example 5a - Correct way to model aflip-flop with asynchronous reset using Verilog

library ieee;
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use ieee.std logic 1164.all;
entity asyncresetFFstyle is

port (
clk : in std logic;
rst n : in std logic;
d : in std logic;
q : out std logic);

end asyncresetFFstyle;

architecture rtl of asyncresetFFstyle is
begin
process (clk, rst n)
begin
if (rst n = '0') then
q<= IOI;
elsif (clk'event and clk = 'l') then
q <= d;
end if;
end process;
end rtl;

Example 5b - Correct way to model aflip-flop with asynchronous reset using VHDL

The approach to synthesizing asynchronous resets will depend on the designers approach to the reset buffer tree. If
the reset is driven directly from an external pin, then usually doing aset drive 0 onthereset pinand doing a
set dont touch network onthereset net will protect the net from being modified by synthesis. However,
thereis at least one ESNUG article that indicates thisis not always the case[16].

One ESNUG contributor[15] indicates that sometimes set _resistance 0 onthereset net might also be needed.

And our colleague, Steve Golson, has pointed out that you can set _resistance 0 on the net, or create a custom
wireload model with resistance=0 and apply it to the reset input port with the command:

set wire load -port list reset

A recently updated SolvNet article also notes that starting with Synopsys release 2001.08 the definition of ideal nets
has dightly changed[24] and that aset_ideal net command can be used to create ideal netsand “get no timing
updates, get no delay optimization, and get no DRC fixing.”

Another colleague, Chris Kiegle, reported that doing a set_disable_timing on a net for pre-v2001.08 designs hel ped
to clean up timing reports[ 2], which seemsto be supported by two other SolvNet articles, one related to synthesis
and another related to Physical Synthesis, that recommend usage of bothaset false pathanda

set disable timing command[21][25].

4.2 Modeling Verilog flip-flops with asynchronousreset and asynchronous set

One additional note should be made here with regards to modeling asynchronous resetsin Verilog. The simulation
model of aflip-flop that includes both an asynchronous set and an asynchronous reset in Verilog might not simulate
correctly without alittle help from the designer. In general, most synchronous designs do not have flop-flops that
contain both an asynchronous set and asynchronous reset, but on the occasion such aflip-flop is required. The
coding style of Example 6 can be used to correct the Verilog RTL simulations where both reset and set are asserted
simultaneously and reset is removed first.

First note that the problem is only a simulation problem and not a synthesis problem (synthesis infers the correct flip-
flop with asynchronous set/reset). The simulation problem is due to the always block that is only entered on the
active edge of the set, reset or clock signals. If the reset becomes active, followed then by the set going active, then
if the reset goes inactive, the flip-flop should first go to areset state, followed by going to a set state. With both
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these inputs being asynchronous, the set should be active as soon as the reset is removed, but that will not be the case
in Verilog since there is no way to trigger the always block until the next rising clock edge.

For those rare designs where reset and set are both permitted to be asserted simultaneously and then reset is removed
firgt, the fix to this simulation problem isto model the flip-flop using self-correcting code enclosed within the

trandate off/trandate_on directives and force the output to the correct value for this one condition. The best
recommendation hereis to avoid, as much as possible, the condition that requires a flip-flop that uses both
asynchronous set and asynchronous reset. The code in Example 6 shows the fix that will simulate correctly and
guarantee a match between pre- and post-synthesis simulations. This code uses the trandate_off/translate_on
directives to force the correct output for the exception condition[4].

// Good DFF with asynchronous set and reset and self-
// correcting set-reset assignment
module dff3 aras (q, d, clk, rst n, set n);

output q;

input d, clk, rst n, set n;

reg g;

always @(posedge clk or negedge rst n or negedge set n)
if (!rst n) g <= 0; // asynchronous reset
else if (!set n) q <= 1; // asynchronous set
else q <= d;

// synopsys translate off
always @(rst n or set n)
if (rst n && !set n) force q=1;

else release q;
// synopsys translate on
endmodule

Example 6 — Verilog Asynchronous SET/RESET simulation and synthesis model

4.3 Advantages of asynchronousresets

The biggest advantage to using asynchronous resets is that, aslong as the vendor library has asynchronously reset-
able flip-flops, the data path is guaranteed to be clean. Designs that are pushing the limit for data path timing, can
not afford to have added gates and additional net delays in the data path due to logic inserted to handle synchronous
resets. Of course this argument does not hold if the vendor library has flip-flops with synchronous reset inputs and
the designer can get Synopsys to actually use those pins. Using an asynchronous reset, the designer is guaranteed not
to have the reset added to the data path. The code in Example 7 infers asynchronous resets that will not be added to
the data path.

module ctr8ar ( q, co, d, 1d, rst n, clk);
output [7:0] gq;

output co;
input [7:0] d;
input 1ld, rst n, clk;
reg [7:0] q;
reg CO;
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always @(posedge clk or negedge rst n)

if (trst n) {co,q} <= 9'b0; // async reset

else if (1d) {co,q} <= 4d; // sync load

else {co,q} <= q@ + 1'bl; // sync increment
endmodule

Example 7a- Verilog code for aloadable counter with asynchronous reset

library ieee;

use ieee.std logic 1164.all;

use ieee.std logic unsigned.all;
entity ctr8ar is

port (
clk : in std logic;
rst n : in std logic;
d : in std logic;
1d : in std logic;
q : out std logic vector (7 downto 0);
co : out std logic);

end ctr8ar;

architecture rtl of ctr8ar is

signal count : std logic vector (8 downto 0);
begin

co <= count(8);

g <= count (7 downto 0);

process (clk)

begin
if (rst n = '0') then
count <= (others => '0'); -- sync reset
elsif (clk'event and clk = 'l') then
if (1d = '1') then
count <= '0' & d; -- sync load
else
count <= count + 1; -- sync increment
end if;
end if;
end process;
end rtl;
Example 7b- VHDL code for aloadable counter with asynchronous reset
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Figure 4 - Loadable counter with asynchronous reset

Another advantage favoring asynchronous resets is that the circuit can be reset with or without a clock present.

The experience of the authors is that by using the coding style for asynchronous resets described in this section, the
synthesis interface tends to be automatic. That is, there is generally no need to add any synthesis attributes to get the
synthesis tool to map to aflip-flop with an asynchronous reset pin.

4.4 Disadvantages of asynchronous resets
There are many reasons given by engineers as to why asynchronous resets are evil.

The Reuse Methodology Manual (RMM) suggests that asynchronous resets are not to be used because they cannot
be used with cycle based ssimulators. Thisissimply not true. The basis of a cycle based simulator isthat all inputs
change on a clock edge. Sincetiming is not part of cycle based simulation, the asynchronous reset can simply be
applied on the inactive clock edge.

For DFT, if the asynchronous reset is not directly driven from an I/O pin, then the reset net from the reset driver must
be disabled for DFT scanning and testing. Thisisrequired for the synchronizer circuit shown in section 6.

Some designers claim that static timing analysisis very difficult to do with designs using asynchronous resets. The
reset tree must be timed for both synchronous and asynchronous resets to ensure that the release of the reset can
occur within one clock period. Thetiming analysis for areset tree must be performed after layout to ensure this
timing requirement is met.

The biggest problem with asynchronous resets is that they are asynchronous, both at the assertion and at the de-
assertion of thereset. The assertion is anon issue, the de-assertion isthe issue. If the asynchronous reset is released
at or near the active clock edge of aflip-flop, the output of the flip-flop could go metastable and thus the reset state
of the ASIC could belost.

Another problem that an asynchronous reset can have, depending on its source, is spurious resets due to noise or
glitches on the board or system reset. See section 8.0 for apossible solution to reset glitches. If thisisarea
problem in a system, then one might think that using synchronous resetsis the solution. A different but similar
problem exists for synchronous resets if these spurious reset pulses occur near a clock edge, the flip-flops can still go
metastable.
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5.0 Asynchronousreset problem

In discussing this paper topic with a colleague, the engineer stated first that since all he was working on was FPGAS,
they do not have the same reset problems that ASICs have (a misconception). He went on to say that he always had
an asynchronous system reset that could override everything, to put the chip into a known state. The engineer was
then asked what would happen to the FPGA or ASIC if the release of the reset occurred on or near a clock edge such
that the flip-flops went metastable.

Too many engineers just apply an asynchronous reset thinking that there are no problems. They test the reset in the
controlled simulation environment and everything works fine, but then in the system, the design fails intermittently.
The designers do not consider the idea that the release of the reset in the system (non-controlled environment) could
cause the chip to go into a metastable unknown state, thus voiding the reset all together. Attention must be paid to
the release of the reset so asto prevent the chip from going into a metastable unknown state when reset is rel eased.
When a synchronous reset is being used, then both the leading and trailing edges of the reset must be away from the
active edge of the clock

As shown in Figure 5, an asynchronous reset signal will be de-asserted asynchronousto the clock signal. There are
two potential problems with this scenario: (1) violation of reset recovery time and, (2) reset removal happening in
different clock cyclesfor different sequential elements.

tpd trec

|l 'll'I

rst_nis
asynchronous D
to clk !

clk

rst_n

4>_?

Figure 5 - Asynchronous reset removal recovery time problem

5.1 Reset recovery time

Reset recovery time refers to the time between when reset is de-asserted and the time that the clock signal goes high
again. The Verilog-2001 Standard[17] has three built-in commands to model and test recovery time and signal
removal timing checks: $recovery, $removal and $recrem (the latter is a combination of recovery and removal timing
checks).

Recovery timeis also referred to as atsu setup time of the form, “PRE or CLR inactive setup time before CLK T"[1].
Missing a recovery time can cause signal integrity or metastability problems with the registered data outputs.
5.2 Reset removal traversing different clock cycles

When reset removal is asynchronous to the rising clock edge, slight differences in propagation delaysin either or
both the reset signal and the clock signal can cause some registers or flip-flops to exit the reset state before others.
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6.0 Reset synchronizer

Guiddline: EVERY ASIC USING AN ASYNCHRONOUS RESET SHOULD INCLUDE A RESET
SYNCHRONIZER CIRCUIT!!

Without a reset synchronizer, the usefulness of the asynchronous reset in the final systemisvoid even if the reset
works during simulation.

The reset synchronizer logic of Figure 6 is designed to take advantage of the best of both asynchronous and
synchronous reset styles.

When reset is de-asserted
asynchronously ...

... masterrst_n is removed //_\
L

synchronously

\ masterrst_n

TTT1

S

Reset distribution
buffer tree

Asynchronous
reset assertion

Figure 6 - Reset Synchronizer block diagram

An externa reset signal asynchronously resets a pair of master reset flip-flops, which in turn drive the master reset
signal asynchronously through the reset buffer tree to the rest of the flip-flopsin the design. The entire design will
be asynchronously reset.

Reset removal is accomplished by de-asserting the reset signal, which then permits the d-input of the first master
reset flip-flop (which istied high) to be clocked through areset synchronizer. It typically takes two rising clock
edges after reset removal to synchronize removal of the master reset.

Two flip-flops are required to synchronize the reset signal to the clock pulse where the second flip-flop is used to
remove any metastability that might be caused by the reset signal being removed asynchronously and too close to the
rising clock edge. Asdiscussed in section 4.4, these synchronization flip-flops must be kept off of the scan chain.
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Figure 7 - Predictable reset removal to satisfy reset recovery time

A closer examination of the timing now shows that reset distribution timing is the sum of the a clk-to-q propagation
delay, total delay through the reset distribution tree and meeting the reset recovery time of the destination registers
and flip-flops, as shown in Figure 7.

The code for the reset synchronizer circuit is shown in Example 8.

module async resetFFstyle2 (rst n, clk, asyncrst n);
output rst n;
input clk, asyncrst n;
reg rst n, rffl;

always @(posedge clk or negedge asyncrst n)
if (!asyncrst n) {rst n,rffl} <= 2'b0;
else {rst n,rffl} <= {rffl,1'bl};
endmodule

Example 8a - Properly coded reset synchronizer using Verilog

library ieee;
use ieee.std logic 1164.all;
entity asyncresetFFstyle is
port (
clk in std logic;
asyncrst_n in std logic;
rst_ n : out std logic);
end asyncresetFFstyle;

architecture rtl of asyncresetFFstyle is
signal rffl : std logic;

begin
process (clk, asyncrst n)
begin
if (asyncrst n = '0') then
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rffl <= '0';
rst n <= '0';

elsif (clk'event and clk = '1l') then
rffl <= '1';
rst n <= rffl;

end if;

end process;
end rtl;

Example 8b - Properly coded reset synchronizer using VHDL

7.0 Reset distribution tree

The reset distribution tree requires almost as much attention as a clock distribution tree, because there are generally
as many reset-input loads as there are clock-input loadsin atypical digital design, as shown in Figure 8. The timing
requirements for reset tree are common for both synchronous and asynchronous reset styles.

Clock distribution tree ]
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The reset distribution tree has
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rst_n .

L4

Figure 8 - Reset distribution tree

One important difference between a clock distribution tree and a reset distribution tree is the requirement to closely
balance the skew between the distributed resets. Unlike clock signals, skew between reset signalsis not critical as
long as the delay associated with any reset signal is short enough to allow propagation to all reset loads within a
clock period and still meet recovery time of all destination registers and flip-flops.

Care must be taken to analyze the clock tree timing against the clk-g-reset tree timing. The safest way to clock a
reset tree (synchronous or asynchronous reset) isto clock the internal-master-reset flip-flop from aleaf-clock of the
clock tree as shown in Figure 9. If this approach will meet timing, lifeis good. In most cases, there is not enough
time to have a clock pulse traverse the clock tree, clock the reset-driving flip-flop and then have the reset traverse the
reset tree, all within one clock period.
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Figure 9 - Reset tree driven from a delayed, buffered clock

In order to help speed the reset arrival to all the system flip-flops, the reset-driver flip-flop is clocked with an early
clock as shown in Figure 10. Post layout timing analysis must be made to ensure that the reset rel ease for
asynchronous resets and both the assertion and release for synchronous reset do not beat the clock to the flip-flops;
meaning the reset must not violate setup and hold on the flops. Often detailed timing adjustments like this can not be
made until the layout is done and real timing is available for the two trees.
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Figure 10 - Reset synchronizer driven in parallel to the clock distribution tree

Ignoring this problem will not make it go away. Gee, and we all thought resets were such a basic topic.

8.0 Reset-glitch filtering

As stated earlier in this paper, one of the biggest issues with asynchronous resetsis that they are asynchronous and
therefore carry with them some characteristics that must be dealt with depending on the source of the reset. With
asynchronous resets, any input wide enough to meet the minimum reset pulse width for a flip-flop will cause the flip-
flop to reset. If thereset lineis subject to glitching, this can be areal problem. Presented hereis one approach that
will work to filter out the glitches, but it isugly! This solution requires that a digital delay (meaning the delay will
vary with temperature, voltage and process) to filter out small glitches. The reset input pad should also be a Schmidt
triggered pad to help with glitch filtering. Figure 11 shows the implementation of this approach.
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In order to add the delay, some vendors provide a delay hard macro that can be hand instantiated. 1f such adelay
macro is not available, the designer could manually instantiate the delay into the synthesized design after
optimization — remember not to optimize this block after the delay has been inserted or it will be removed. Of
course the elements could have don't touch attributes applied to prevent them from being removed. A second
approach isto instantiated a slow buffer in amodule and then instantiated that module multiple times to get the
desired delay. Many variations could expand on this concept.

Thisglitch filter is not needed in al systems. The designer must research the system requirements to determine
whether or not adelay is needed.

9.0 DFT for asynchronousresets

Applying Design for Test (DFT) functionality to adesign is atwo step process. First, the flips-flopsin the design are
stitched together into a scan chain accessible from external 1/0 pins, thisis called scaninsertion. The scan chainis
typically not part of the functional design. Second, a software program is run to generate a set of scan vectors that,
when applied to the scan chain, will test and verify the design. This software program is called Automatic Test
Program Generation or ATPG. The primary objective of the scan vectorsisto provide foundry vectors for
manufacture tests of the wafers and die as well astests for the final packaged part.

The process of applying the ATPG vectorsto create atest is based on:
1. scanning aknown state into all the flip-flops in the chip,
2. switching the flip-flops from scan shift mode, to functional datainput mode,
3. applying one functional clock,
4, switching the flip-flops back to scan shift mode to scan out the result of the one functional clock while
scanning in the next test vector.

The DFT process usualy requires two control pins. One that puts the design into “test mode.” Thispinisused to
mask off non-testable logic such asinternally generated asynchronous resets, asynchronous combinational feedback
loops, and many other logic conditions that require special attention. This pinisusually held constant during the
entire test. The second control pin is the shift enable pin.

In order for the ATPG vectors to work, the test program must be able to control all the inputs to the flip-flops on the
scan chain in the chip. Thisincludes not only the clock and data, but also the reset pin (synchronous or
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asynchronous). If the reset is driven directly from an I/O pin, then the reset isheld in anon-reset state. |If thereset is
internally generated, then the master internal reset is held in anon-reset state by the test mode signal. If the
internally generated reset were not masked off during ATPG, then the reset condition might occur during scan
causing the flip-flopsin the chip to be reset, and thus lose the vector data being scanned in.

Even though the asynchronous reset is held to the non-reset state for ATPG, this does not mean that the reset/set
cannot be tested as part of the DFT process. Before locking out the reset with test mode and generating the ATPG
vectors, afew vectors can be manually generated to create reset/set test vectors. The process required to test
asynchronous resets for DFT is very straight forward and may be automatic with some DFT tools. If the scan tool
does not automatic test the asynchronous resets/sets, then they must be setup manually. The basic steps to manually
test the asynchronous resets/sets are as follows:

scan in al ones into the scan chain

issue and rel ease the asynchronous reset

scan out the result and scan in all zeros

issue and release the reset

scan out the result

set the reset input to the non reset state and then apply the ATPG generated vectors.

Thistest approach will scan test for both asynchronous resets and sets. These manually generated vectors will be
added to the ATPG vectors to provide a higher fault coverage for the manufacture test. If the design uses flip-flops
with synchronous reset inputs, then modifying the above manual asynchronous reset test slightly will give asimilar
test for the synchronous reset environment. Add to the steps above a functional clock while the reset is applied. All
other steps would remain the same.

R SEAN

For the reset synchronizer circuit discussed in this paper, the two synchronizer flips-flops should not be included in
the scan chain, but should be tested using the manual process discussed above.

10.0 Multi-clock reset issues

For amulti-clock design, a separate asynchronous reset synchronizer circuit and reset distribution tree should be
used for each clock domain. Thisis done to insure that reset signals can indeed be guaranteed to meet the reset
recovery time for each register in each clock domain.

As discussed earlier, asynchronous reset assertion is not a problem. The problem is graceful removal of reset and
synchronized startup of al logic after reset is removed.

Depending on the constraints of the design, there are two techniques that could be employed: (1) non-coordinated
reset removal, and (2) sequenced coordination of reset removal.
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Figure 12 - Multi-clock reset removal

10.1 Non-coordinated reset removal

For many multi-clock designs, exactly when reset is removed within one clock domain compared to when it is
removed in another clock domain is not important. Typically in these designs, any control signals crossing clock
boundaries are passed through some type of request-acknowledge handshaking sequence and the delayed
acknowledge from one clock domain to another is not going to cause invalid execution of the hardware. For thistype
of design, creating separate asynchronous reset synchronizers as shown in Figure 12 is sufficient, and the fact that
arst n,brst nandcrst_n could beremoved in any sequence is not important to the design.

10.2 Sequenced coordination of reset removal

For some multi-clock designs, reset removal must be ordered and proper sequence. For this type of design, creating
prioritized asynchronous reset synchronizers as shown in Figure 13 might be required to insure that all ac1k domain
logic is activated after reset is removed before the be1k logic, which must also be activated before the ce1k logic
becomes active.
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For this type of design, only the highest priority asynchronous reset synchronizer input istied high. The other
asynchronous reset synchronizer inputs are tied to the master resets from higher priority clock domains.

11.0 Multi-ASIC reset synchronization

There are designs with multiple ASICs that require precise synchronization of reset removal across al of the multiple
ASICs. One approach to satisfy this type of design, described in this section, isto use a different asynchronous reset
synchronization scheme, one that only requires one reset removal flip-flop instead of the two flip-flops described in
section 6.0, plus a digitally calibrated synchronization delay to properly sequence reset removal from the multiple
ASICs.

Consider the actual design of adata acquisition board on a Digital Storage Oscilloscope (DSO). In rudimentary
terms, aDSO is atest instrument that probes an analog signal, continuously does sampling and Analog-to-Digital
(A2D) conversion of the signal, and continuously stores the sampled digital datainto memory asfast asit can. After
the requested trigger condition occurs, the rest of the data associated with the trigger condition is stored to memory
and then DSO control logic (typically acommercial microprocessor) accesses the data and draws a waveform of the
data values onto a screen for visual inspection.

For an actua design of this type, the data acquisition board contained four digital demultiplexer (demux) ASICs,
each of which captured one-fourth of the datain samplesto send to memory, as shown in Figure 14.
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Figure 14 - Multi-ASIC design with synchronized reset removal problem

For this digital acquisition system, as soon as reset is removed, the ASICs must start capturing data and generating
memory addresses to write the data to memory. Both data acquisition and address generation are continuously
running, capturing data samples and overwriting previous written memory locations until atrigger circuit causes the
address counters to stop and hold the data that has been most recently captured. Frequently, the trigger is set to hold
and show 90% of the waveform as pre-trigger data and 10% of the waveform as post-trigger data. Sinceitis
generally impossible to predict when the trigger will occur, it is necessary to continuously acquire data after reset
removal until atrigger signal stops the data acquisition.

The approach that was used in this design to do high-speed data acquisition was to use four demux ASICs that
capture every fourth point of the digitized waveform. Since the demux ASICstypically ran at very fast clock rates,
and since each demux ASIC aso had to generate accompanying address count values to store the data samplesto
memory, it was important that all four demux ASICs start their respective address counters in the correct sequence to
insure that the data samples stored in memory could be easily read-back to draw waveforms on the DSO display.

The problem with this type of design was to accurately remove the reset signal from the four ASIC devices at the
same time (in the same relative clock period) so that the four ASICs captured the correctly sequenced data samples
that corresponded to address-#0 on al four ASICs, followed by address-#1 on al four ASICs, etc., so that the data
stored to memory could be read back from memory (after triggering the DSO) in the correct sequence to display an
accurate waveform on the DSO screen.

For thistype of design, there are a number of factors that work against correct reset-removal and hence correct
sequencing of the data values being written to memory.

First, for very high-speed designs (DSOs are typically very high-speed designsin order to capture an adequate
number of data samples while probing other high-speed circuits), the relative board trace length of reset signalsto
the four ASICs would have to be held to a very tight tolerance; hence, board layout is an issue.

Second, process variations within or between batches of manufactured ASICs can create delays that exceed the ultra-
short ASIC clock periods. Choosing four ASICsto insert during manufacture can result in selection of four devices
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with different relative delays being placed on the same data acquisition board. The relative process speeds of the four
ASICs placed on a board cannot be guaranteed (which of the four ASICs will always be the fastest? Who knows!)

Third, temperature swingsin different test environments can also add to differencesin delays. Relative positioning of
the ASICsinside of a DSO enclosure might account for significant differences in temperature for this high-speed
system.

Fourth, removing the covers of the DSO to troubleshoot prototypes could introduce different temperature variations
across the four ASICs than when the covers are closed.

For the actual design, acommon reset signal (reset_n) wasrouted to all four demux ASICs to assert reset, but the
reset signal did not de-assert reset from the demux ASICs. A separate sync signal was used to flag reset removal
permission on each demux ASIC.

addrent
—
p pad_sync_in [\\sync_in Programmable | Sync_dly mstrrst n
{ L~ Delay rst n }— -
\‘h"*—____ >
'"“"-—-______“ clk T
pad_rst_n L[> T _ Externally connect
‘n,‘: sync_out to sync_in
Tl S on the master ASIC
rst_n ;
N sync_out e pad_sync_out -~
pad_master . master / L~ ‘\

\ L

Tied high for Master ASIC

Dangling output
for slave ASICs

Tied low for Slave ASICs

Figure 15 - Reset removal synchronization logic block diagram

The multi-ASIC reset removal synchronization logic is handled using the logic shown in Figure 15. Thislogicis
common to both master and slave ASICs.

Asserting reset (rst_n going low in Figure 15) asynchronoudly resets the master reset signal, mstrrst_n, which
is driven through a reset-tree to the rest of the resetable logic on all ASICs (both master and dlave ASICs); therefore,
reset is asynchronous and immediate.

Each ASIC has three pins dedicated to reset-removal synchronization.

Thefirst pin on each ASIC is a dedicated master/slave selection pin. When this pinistied high, the ASIC is placed
into master mode. When the pinistied low, the ASIC is placed into slave mode.

The second pin on each ASIC isthe sync_out pin. Onthe slave ASICs, the sync_out pinisunused and left
dangling. The master ASIC generatesthe sync_out pulse when reset is removed (when reset_n goes high). The
sync_out signa isdriven out of the master ASIC and istied to the sync_in input on both master and dave
ASICsthrough board-trace connections. The sync_out pinisthe pin that controls reset removal on both the
master ASIC and the dave ASICs.
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Thethird pin on each ASIC isthe sync_in pin. The sync_in pinistheinput pin that is used to control reset
removal on both master and slave ASICs. The sync_in signal is connected to a programmable delay block and is
then enabled by a high-assertion on the reset input, that is then passed to a synchronous reset removal flip-flop. The
next rising clock edge on the ASIC will cause the reset to be synchronously removed, permitting the address counters
on each ASIC to start counting in a synchronized and orderly manner.

The problem, as explained earlier, isto insure that the sync_in signal removes the reset on the four ASICsin the
correct order.
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Figure 16 - Programmable digital delay block diagram

The programmable digital delay block, shown in Figure 16, is a set of delay stages connected in series with each
delay-stage output driving both the next delay-stage input and an input on a multiplexer. The delay stages could be
simple buffers or they could be pairs of inverters. The number of delay stages selected was equal to almost three
ASIC clock cycles.

A processor interface is used to program the delay select register, which enables the multiplexer select linesto
choose which delayed sync_in signal (sd1y0 to sd1y15) would be driven to the mux output and used to remove
the reset on the ASIC.

In order to determine the correct delay settings for each ASIC, a software digital calibration technique was
employed.

To help calibrate the demux ASICs, as well as other analog devices on the data acquisition board, the board was
designed to capture a selectable on-board ramp signal through the data acquisition path. The ramp signal was used to
calibrate the delays on the four demux ASICs.

In Figure 17-Figure 19, the software programmable, digital calibration procedure is shown with just two of the four
demux ASICs.

SNUG San Jose 2002 26 Synchronous Resets? Asynchronous Resets?
Rev 1.1 | am so confused! How will | ever know which to use?



ASIC#2 started
sampling too soon

10 S e
ASIC#2samples | | L g ——& o F
ASICH#1 were capturedearly | @ ST
Delay Setting
11 ¢
ASIC#2 8
Delay Setting early | i
0-4
(Early)
¥ ||% | & 9| |8 T & R R %%
4| 4o 4 | 4 | 2 2 Lz
=R =1ar-1 & |5l al (g ol & =181
E||E E|E E||E E||E gl € E|E
ARE: AR | | | | g & AR
0| |0 0| |0 o |0 o |0 0| (v a| |0
55 B8 B B B §E
N 0|0 0| 0 | o |0 0| |0
of | (<L of | <L of| (<L <L| =L | (<X <X =

Figure 17 - Two-ASIC reset-removal calibration - early data sampling on ASIC #2

ASIC #l isgiventheinitial delay setting of 11 (to drivethe sd1y11 signa to the mux output). ASIC #2 is given
another delay setting and aramp signal is captured by the data acquisition board. If the delay setting on ASIC #2 is
too small, such as adelay value of 0-4 as shown in Figure 17, the ramp values captured by ASIC #2 will be sampled
early compared to the data points sampled by ASIC #1. Thisis manifest by the fact that each ramp data point
captured by ASIC #2 is larger than the next data point captured by ASIC #1.

If the delay setting on ASIC #2 isin the correct range, such as adelay value of 5-11 as shown in Figure 18, the ramp
values captured by ASIC #2 will be sampled in the correct order compared to the data points sampled by ASIC #1.
Thisis manifest by the fact that each ramp data point captured by ASIC #2 islarger than the previous data point
captured by ASIC #1 and smaller than the next data point captured by ASIC #1.

If the delay setting on ASIC #2 istoo large, such as adelay value of 12-15 as shown in Figure 19, the ramp values
captured by ASIC #2 will be sampled late compared to the data points sampled by ASIC #1. Thisis manifest by the
fact that each ramp data point captured by ASIC #2 is smaller than the next data point captured by ASIC #1.

Once the correct range is determined for ASIC #2, the center point in the range is chosen to be the ASIC #2
sync_in delay setting. The center point is the safest setting in the range since this setting is approximately a half-
cycle between the previous and next rising clock edges for the reset-removal synchronization flip-flop.

After determining the correct ASIC #2 setting, the correct ASIC #1 range surrounding the initial setting (the setting
of 11 isused in Figure 17) must be determined to find the correct ASIC #1 mid-point setting. After determining the
correct ASIC #1 setting, asimilar process is used to find the correct delay setting for ASIC #3, followed by finding
the correct setting for ASIC #4.
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Figure 18 - Two-ASIC reset-removal calibration - correctly timed data sampling on ASIC #2
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Figure 19 - Two-ASIC reset-removal calibration - late data sampling on ASIC #2

After digital calibration, there was no need to use a second reset-removal synchronization flip-flop because a mid-
clock setting was used to insure that the flip-flop recovery time was met and to insure that no metastability problems
would arise.
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The full block diagram of the four-demux ASIC design with master/dave pin and sync_in/sync_out pinson
each ASIC and how they were connected is shown in Figure 20.
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Figure 20 - Multi-ASIC synchronized reset removal solution

In the actual design, after determining avalid set of mid-point delay settings for the four ASICs on one of the data
acquisition prototype boards, these values were programmed into a ROM and used as initial settings for all
manufactured boards and variations from the initial settings were tracked. What was interesting was that the
calibrated delay values for each board rarely strayed more than one or two delay stages up or down from the original
settings of theinitial data acquisition prototype board.

12.0 Conclusions

Using asynchronous resets is the surest way to guarantee reliable reset assertion. Although an asynchronous reset isa
safe way to reliably reset circuitry, removal of an asynchronous reset can cause significant problemsif not done
properly.

The proper way to design with asynchronous resets is to add the reset synchronizer logic to allow asynchronous reset
of the design and to insure synchronous reset removal to permit safe restoration of normal design functionality.

Using DFT with asynchronous resetsis still achievable as long as the asynchronous reset can be controlled during
test.
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ABSTRACT

This paper will investigate the pros and cons of synchronous and asynchronous resets. It will
then look at usage of each type of reset followed by recommendations for proper usage of each

type.



1.0 Introduction

The topic of reset design is surprisingly complex and poorly emphasized. Engineering schools
generally do an inadequate job of detailing the pitfalls of improper reset design. Based on our
industry and consulting experience, we have compiled our current understanding of issues
related to reset-design and for this paper have added the expertise of our colleague Steve Golson,
who has done some very innovative reset design work. We continually solicit and welcome any
feedback from colleagues related to this important design issue.

We presented our first paper on reset issues and techniques at the March 2002 SNUG
conference[4] and have subsequently received numerous email responses and questions related
to reset design issues.

We obviously did not adequately explain all of the issues related to the asynchronous reset
synchronizer circuit because many of the emails we have received have asked if there are
metastability problems related to the described circuit. The answer to this question is, no, there
are no metastability issues related to this circuit and the technical analysis and explanation are
now detailed in section 7.1 of this paper.

Whether to use synchronous or asynchronous resets in a design has almost become a religious
issue with strong proponents claiming that their reset design technique is the only way to
properly approach the subject.

In our first paper, Don and Cliff favored and recommended the use of asynchronous resets in
designs and outlined our reasons for choosing this technique. With the help of our colleague,
Steve Golson, we have done additional analysis on the subject and are now more neutral on the
proper choice of reset implementation.

Clearly, there are distinct advantages and disadvantages to using either synchronous or
asynchronous resets, and either method can be effectively used in actual designs. When choosing
a reset style, it is very important to consider the issues related to the chosen style in order to
make an informed design decision.

This paper presents updated techniques and considerations related to both synchronous and
asynchronous reset design. This version of the paper includes updated Verilog-2001 ANSI-style
ports in all of the Verilog examples.

The first version of this paper included an interesting technique for synchronizing the resetting of
multiple ASICs of a high speed design application. That material has been deleted from this
paper and readers are encouraged to read the first version of the paper if this subject is of
interest.
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2.0 Resets Purpose

Why be concerned with these annoying little resets anyway? Why devote a whole paper to such
a trivial subject? Anyone who has used a PC with a certain OS loaded knows that the hardware
reset comes in quite handy. It will put the computer back to a known working state (at least
temporarily) by applying a system reset to each of the chips in the system that have or require a
reset.

For individual ASICs, the primary purpose of a reset is to force the ASIC design (either
behavioral, RTL, or structural) into a known state for simulation. Once the ASIC is built, the
need for the ASIC to have reset applied is determined by the system, the application of the ASIC,
and the design of the ASIC. For instance, many data path communication ASICs are designed to
synchronize to an input data stream, process the data, and then output it. If sync is ever lost, the
ASIC goes through a routine to re-acquire sync. If this type of ASIC is designed correctly, such
that all unused states point to the “start acquiring sync” state, it can function properly in a system
without ever being reset. A system reset would be required on power up for such an ASIC if the
state machines in the ASIC took advantage of “don’t care” logic reduction during the synthesis
phase.

We believe that, in general, every flip-flop in an ASIC should be resetable whether or not it is
required by the system. In some cases, when pipelined flip-flops (shift register flip-flops) are
used in high speed applications, reset might be eliminated from some flip-flops to achieve higher
performance designs. This type of environment requires a predetermined number of clocks
during the reset active period to put the ASIC into a known state.

Many design issues must be considered before choosing a reset strategy for an ASIC design,
such as whether to use synchronous or asynchronous resets, will every flip-flop receive a reset,
how will the reset tree be laid out and buffered, how to verify timing of the reset tree, how to
functionally test the reset with test scan vectors, and how to apply the reset across multiple
clocked logic partitions.

3.0 General flip-flop coding style notes
3.1 Synchronous reset flip-flops with non reset follower flip-flops

Each Verilog procedural block or VHDL process should model only one type of flip-flop. In
other words, a designer should not mix resetable flip-flops with follower flip-flops (flops with no
resets) in the same procedural block or process[14]. Follower flip-flops are flip-flops that are
simple data shift registers.

In the Verilog code of Example 1a and the VHDL code of Example 1b, a flip-flop is used to
capture data and then its output is passed through a follower flip-flop. The first stage of this
design is reset with a synchronous reset. The second stage is a follower flip-flop and is not reset,
but because the two flip-flops were inferred in the same procedural block/process, the reset
signal rst_n will be used as a data enable for the second flop. This coding style will generate
extraneous logic as shown in Figure 1.
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modulle badFFstyle (
output reg g2,
input d, clk, rst_n);
reg ql;

always @(posedge clk)
iT (Irst_n) gl <= 1"b0;
else begin

ql <= d;
g2 <= qi;
end
endmodule

Example 1a - Bad Verilog coding style to model dissimilar flip-flops

library ieee;
use ieee.std logic_1164.all;
entity badFFstyle is

port (
clk - In std_logic;
rst. n : in std _logic;
d - In std_logic;
q2 : out std_logic);

end badFFstyle;

architecture rtl of badFFstyle is
signal gl : std_logic;
begin
process (clk)
begin
iIf (clk"event and clk = "1%) then
iIf (rst_n = "0") then
gl <= "0%;
else
ql <= d;
g2 <= qil;
end if;
end if;
end process;
end rtli;

Example 1b - Bad VHDL coding style to model dissimilar flip-flops
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Figure 1 - Bad coding style yields a design with an unnecessary loadable flip-flop

The correct way to model a follower flip-flop is with two Verilog procedural blocks as shown in
Example 2a or two VHDL processes as shown in Example 2b. These coding styles will generate
the logic shown in Figure 2.

module goodFFstyle (
output reg g2,
input d, clk, rst_n);
reg ql;

always @(posedge clk)
if (Irst_n) gl <= 1"b0;

else ql <= d;
always @(posedge clk)
g2 <= qi;
endmodule

Example 2a - Good Verilog-2001 coding style to model dissimilar flip-flops

library ieee;
use ieee.std logic_1164.all;
entity goodFFstyle 1is

port (
clk - In std_logic;
rst. n - in std _logic;
d - In std_logic;
q2 : out std_logic);

end goodFFstyle;

architecture rtl of goodFFstyle is
signal gl : std logic;

begin
process (clk)
begin
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if (clk"event and clk = "1%) then
if (rst.n = "0") then

gl <= "0%;
else
ql <= d;
end i1f;
end if;

end process;

process (clk)
begin
iT (clk"event and clk = "1%) then
g2 <= qi;
end if;
end process;
end rtl;

Example 2b - Good VHDL coding style to model dissimilar flip-flops

d— \ q_1 L q2
rst_n — A

clk U N

No reset on the
follower flip-flop

Figure 2 - Two different types of flip-flops, one with synchronous reset and one without

It should be noted that the extraneous logic generated by the code in Example 1a and Example
1b is only a result of using a synchronous reset. If an asynchronous reset approach had be used,
then both coding styles would synthesize to the same design without any extra combinational
logic. The generation of different flip-flop styles is largely a function of the sensitivity lists and
i1 T-el se statements that are used in the HDL code. More details about the sensitivity list and
i1 T-else coding styles are detailed in section 4.1.

3.2 Flip-flop inference style

Each inferred flip-flop should not be independently modeled in its own procedural
block/process. As a matter of style, all inferred flip-flops of a given function or even groups of
functions should be described using a single procedural block/process. Multiple procedural
blocks/processes should be used to model larger partitioned blocks within a given
module/architecture. The exception to this guideline is that of follower flip-flops as discussed in
section 3.1 where multiple procedural blocks/processes are required to efficiently model the
function itself.
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3.3 Assignment operator guideline

In Verilog, all assignments made inside the always block modeling an inferred flip-flop
(sequential logic) should be made with nonblocking assignment operators[3]. Likewise, for
VHDL, inferred flip-flops should be made using signal assignments.

4.0 Synchronous resets

As research was conducted for this paper, a collection of ESNUG and SOLV-IT articles was
gathered and reviewed. Around 80+% of the gathered articles focused on synchronous reset
issues. Many SNUG papers have been presented in which the presenter would claim something
like, “we all know that the best way to do resets in an ASIC is to strictly use synchronous
resets”, or maybe, “asynchronous resets are bad and should be avoided.” Yet, little evidence was
offered to justify these statements. There are both advantages and disadvantages to using either
synchronous or asynchronous resets. The designer must use an approach that is appropriate for
the design.

Synchronous resets are based on the premise that the reset signal will only affect or reset the
state of the flip-flop on the active edge of a clock. The reset can be applied to the flip-flop as
part of the combinational logic generating the d-input to the flip-flop. If this is the case, the
coding style to model the reset should be an 1f/else priority style with the reset in the 1 f
condition and all other combinational logic in the else section. If this style is not strictly
observed, two possible problems can occur. First, in some simulators, based on the logic
equations, the logic can block the reset from reaching the flip-flop. This is only a simulation
issue, not a hardware issue, but remember, one of the prime objectives of a reset is to put the
ASIC into a known state for simulation. Second, the reset could be a “late arriving signal”
relative to the clock period, due to the high fanout of the reset tree. Even though the reset will be
buffered from a reset buffer tree, it is wise to limit the amount of logic the reset must traverse
once it reaches the local logic. This style of synchronous reset can be used with any logic or
library. Example 3 shows an implementation of this style of synchronous reset as part of a
loadable counter with carry out.

modulle ctr8sr (
output reg [7:0] q,

output reg co,

input [7:0] d,

input Id, clk, rst n);

always @(posedge clk)
if ('rst_n) {co,q} <= 97"b0; // sync reset
else if (1d) {co,q} <= d; // sync load
else {co,q} <= g + 17bl; // sync increment

endmodule

Example 3a - Verilog-2001 code for a loadable counter with synchronous reset
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library ieee;

use ieee.std logic_1164.all;

use ieee.std_logic_unsigned.all;
entity ctr8sr is

port (
clk in std_logic;
rst n in std_logic;
d in std _logic;
id : In std _logic;
q : out std_logic _vector(7 downto 0);
co : out std_logic);

end ctr8sr;

architecture rtl of ctr8sr is

signal count : std _logic_vector(8 downto 0);
begin

co <= count(8);

q <= count(7 downto 0);

process (clk)
begin
iT (clk"event and clk = *"1%) then
iT (rst_n = "0") then
count <= (others => "0%); -
elsif (Id = "1%) then
count <= 0" & d; -
else
count <= count + 1; -
end if;
end i1f;
end process;
end rtl;

Example 3b - VHDL code for a loadable counter with synchronous reset

sync reset

sync load

sync increment
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Figure 3 - Loadable counter with synchronous reset
4.1 Coding style and example circuit

The Verilog code of Example 4a and the VHDL code of 4b show the correct way to model
synchronous reset flip-flops. Note that the reset is not part of the sensitivity list. For Verilog
omitting the reset from the sensitivity list is what makes the reset synchronous. For VHDL
omitting the reset from the sensitivity list and checking for the reset after the “i1 ¥ clk’event
and clk = 1” statement makes the reset synchronous. Also note that the reset is given
priority over any other assignment by using the 1 f-else coding style.

module sync_resetFFstyle (
output reg q,
input d, clk, rst_n);

always @(posedge clk)
if (Irst. n) g <= 1"b0;
else q <= d;
endmodule

Example 4a - Correct way to model a flip-flop with synchronous reset using Verilog-2001

library ieee;
use ieee.std _logic_1164._all;
entity syncresetFFstyle is

port (
clk in std_logic;
rst_n in std_logic;
d - In std _logic;
q : out std_logic);

end syncresetFFstyle;

architecture rtl of syncresetFFstyle is
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begin
process (clk)
begin
iT (clk"event and clk = "1%) then
if (rst. n = "0") then

q <= "0%;
else
q <= d;
end i1f;
end i1f;
end process;
end rtl;

Example 4b - Correct way to model a flip-flop with synchronous reset using VHDL

One problem with synchronous resets is that the synthesis tool cannot easily distinguish the reset
signal from any other data signal. Consider the code from Example 3, which resulted in the
circuit of Figure 3. The synthesis tool could alternatively have produced the circuit of Figure 4.

q
g ) 8 8
1
Synchronous rst_n
and-gates are outside
the mux
_‘ co
clk J

Figure 4 - Alternative circuit for loadable counter with synchronous reset

This is functionally identical to Figure 3. The only difference is that the reset and-gates are
outside the MUX. Now, consider what happens at the start of a gate-level simulation. The inputs
to both legs of the MUX can be forced to 0 by holding rst_n asserted low, however if 1d is
unknown (X) and the MUX model is pessimistic, then the flops will stay unknown (X) rather
than being reset. Note this is only a problem during simulation! The actual circuit would work
correctly and reset the flops to 0.

Synopsys provides the compiler directive sync_set_reset which tells the synthesis tool that
a given signal is a synchronous reset (or set). The synthesis tool will “pull” this signal as close to
the flop as possible to prevent this initialization problem from occurring. In this example the
directive would be used by adding the following line somewhere inside the module:
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// synopsys sync_set _reset "rst_n"

In general, we recommend only using Synopsys switches when they are required and make a
difference; however the sync_set_reset directive does not affect the logical behavior of a
design, instead it only impacts the functional implementation of a design. A wise engineer would
prefer to avoid re-synthesizing the design late in the project schedule and would add the
sync_set_reset directive to all RTL code from the start of the project. Since this directive
is only required once per module, adding it to each module with synchronous resets is
recommended.

Alternatively the synthesis variable hdl1in_ff_always_sync_set_reset can be set to
true prior to reading in the RTL, which will give the same result without requiring any
directives in the code itself.

A few years back, another ESNUG contributor recommended adding the
compile_preserve_sync_resets = "true' synthesis variable [15]. Although this
variable might have been useful a few years ago, it was discontinued starting with Synopsys
version 3.4b[38].

4.2  Advantages of synchronous resets

Synchronous reset logic will synthesize to smaller flip-flops, particularly if the reset is gated
with the logic generating the d-input. But in such a case, the combinational logic gate count
grows, so the overall gate count savings may not be that significant. If a design is tight, the area
savings of one or two gates per flip-flop may ensure the ASIC fits into the die. However, in
today’s technology of huge die sizes, the savings of a gate or two per flip-flop is generally
irrelevant and will not be a significant factor of whether a design fits into a die.

Synchronous resets generally insure that the circuit is 100% synchronous.

Synchronous resets insure that reset can only occur at an active clock edge. The clock works as
a filter for small reset glitches; however, if these glitches occur near the active clock edge, the
flip-flop could go metastable. This is no different or worse than every other data input; any
signal that violates setup requirements can cause metastability.

In some designs, the reset must be generated by a set of internal conditions. A synchronous reset
is recommended for these types of designs because it will filter the logic equation glitches
between clocks.

By using synchronous resets and a pre-determined number of clocks as part of the reset process,
flip-flops can be used within the reset buffer tree to help the timing of the buffer tree keep within
a clock period.

According to the Reuse Methodology Manual (RMM)[32], synchronous resets might be easier to
work with when using cycle based simulators. For this reason, synchronous resets are
recommend in section 3.2.4(2" edition, section 3.2.3 in the 1% edition) of the RMM. We believe
using asynchronous resets with a good testbench coding style, where reset stimulus is only
changed on clock edges, removes any simulation ease or speed advantages attributed to
synchronous reset designs by the RMM. Translation: it is doubtful that reset style makes much
difference in either ease or speed of simulation.
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4.3 Disadvantages of synchronous resets

Not all ASIC libraries have flip-flops with built-in synchronous resets. However since
synchronous reset is just another data input, you don’t really need a special flop. The reset logic
can easily be synthesized outside the flop itself.

Synchronous resets may need a pulse stretcher to guarantee a reset pulse width wide enough to
ensure reset is present during an active edge of the clock[16]. This is an issue that is important to
consider when doing multi-clock design. A small counter can be used that will guarantee a reset
pulse width of a certain number of cycles.

A designer must work with simulator issues. A potential problem exists if the reset is generated
by combinational logic in the ASIC or if the reset must traverse many levels of local
combinational logic. During simulation, depending on how the reset is generated or how the
reset is applied to a functional block, the reset can be masked by X’s. A large number of the
ESNUG articles address this issue. Most simulators will not resolve some X-logic conditions
and therefore block out the synchronous reset[7][8][9][10][11][12][13][14][15][34]. Note this
can also be an issue with asynchronous resets. The problem is not so much what type of reset
you have, but whether the reset signal is easily controlled by an external pin.

By its very nature, a synchronous reset will require a clock in order to reset the circuit. This may
not be a disadvantage to some design styles but to others, it may be an annoyance. For example,
if you have a gated clock to save power, the clock may be disabled coincident with the assertion
of reset. Only an asynchronous reset will work in this situation, as the reset might be removed
prior to the resumption of the clock.

The requirement of a clock to cause the reset condition is significant if the ASIC/FPGA has an
internal tristate bus. In order to prevent bus contention on an internal tristate bus when a chip is
powered up, the chip should have a power-on asynchronous reset (see Figure 5). A synchronous
reset could be used, however you must also directly de-assert the tristate enable using the reset
signal (see Figure 6). This synchronous technique has the advantage of a simpler timing analysis
for the reset-to-HiZ path.

next_oe oe

clk

rst_n T

Figure 5 - Asynchronous reset for output enable
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Figure 6 - Synchronous reset for output enable

5.0 Asynchronous resets

Improper implementation of asynchronous resets in digital logic design can cause serious
operational design failures.

Many engineers like the idea of being able to apply the reset to their circuit and have the logic go
to a known state. The biggest problem with asynchronous resets is the reset release, also called
reset removal. The subject will be elaborated in detail in section 6.0.

Asynchronous reset flip-flops incorporate a reset pin into the flip-flop design. The reset pin is
typically active low (the flip-flop goes into the reset state when the signal attached to the flip-
flop reset pin goes to a logic low level.)

5.1 Coding style and example circuit

The Verilog code of Example 5a and the VHDL code of Example 5b show the correct way to
model asynchronous reset flip-flops. Note that the reset is part of the sensitivity list. For
Verilog, adding the reset to the sensitivity list is what makes the reset asynchronous. In order for
the Verilog simulation model of an asynchronous flip-flop to simulate correctly, the sensitivity
list should only be active on the leading edge of the asynchronous reset signal. Hence, in
Example 5a, the always procedure block will be entered on the leading edge of the reset, then the
1 T condition will check for the correct reset level.

Synopsys requires that if any signal in the sensitivity list is edge-sensitive, then all signals in the
sensitivity list must be edge-sensitive. In other words, Synopsys forces the correct coding style.
Verilog simulation does not have this requirement, but if the sensitivity list were sensitive to
more than just the active clock edge and the reset leading edge, the simulation model would be
incorrect[5]. Additionally, only the clock and reset signals can be in the sensitivity list. If other
signals are included (legal Verilog, illegal Verilog RTL synthesis coding style) the simulation
model would not be correct for a flip-flop and Synopsys would report an error while reading the
model for synthesis.

For VHDL, including the reset in the sensitivity list and checking for the reset before the “i1f
clk’event and clk = 1” statement makes the reset asynchronous. Also note that the
reset is given priority over any other assignment (including the clock) by using the 1 f/else
coding style. Because of the nature of a VHDL sensitivity list and flip-flop coding style,
additional signals can be included in the sensitivity list with no ill effects directly for simulation
and synthesis. However, good coding style recommends that only the signals that can directly
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change the output of the flip-flop should be in the sensitivity list. These signals are the clock and
the asynchronous reset. All other signals will slow down simulation and be ignored by synthesis.

module async_resetFFstyle (
output reg q,
input d, clk, rst n);

// Verilog-2001: permits comma-separation
// @(posedge clk, negedge rst_n)
always @(posedge clk or negedge rst_n)
ifT (Irst_n) q <= 17b0;
else q <= d;
endmodule

Example 5a - Correct way to model a flip-flop with asynchronous reset using Verilog-2001

library ieee;
use ieee.std logic_1164.all;
entity asyncresetFFstyle is

port (
clk : In std _logic;
rst n : in std _logic;
d - In std_logic;
q : out std_logic);

end asyncresetFFstyle;

architecture rtl of asyncresetFFstyle is
begin
process (clk, rst_n)
begin
iIf (rst_n = "0") then
q <= 70";
elsif (clk"event and clk = "1%) then
q <= d;
end if;
end process;
end rtli;

Example 5b - Correct way to model a flip-flop with asynchronous reset using VHDL

The approach to synthesizing asynchronous resets will depend on the designers approach to the
reset buffer tree. If the reset is driven directly from an external pin, then usually doing a
set_drive 0 onthe reset pin and doing a set_dont_touch_network on the reset net

will protect the net from being modified by synthesis. However, there is at least one ESNUG
article that indicates this is not always the case[18].

One ESNUG contributor[17] indicates that sometimes set_resistance 0 on the reset net
might also be needed.
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Alternatively rather than having set_resistance O on the net, you can create a custom
wireload model with resistance=0 and apply it to the reset input port with the command:

set wire_load -port_list reset

A recently updated SolvNet article also notes that starting with Synopsys release 2001.08 the
definition of ideal nets has slightly changed[41] and that a set__ideal _net command can be
used to create ideal nets and “get no timing updates, get no delay optimization, and get no DRC
fixing.”

Our colleague, Chris Kiegle, reported that doing a set_disable_timing on a net for pre-v2001.08
designs helped to clean up timing reports[2], which seems to be supported by two other SolvNet
articles, one related to synthesis and another related to Physical Synthesis, that recommend usage
of both aset_false_ pathandaset _disable_timing command[35].

5.2 Modeling Verilog flip-flops with asynchronous reset and asynchronous set

One additional note should be made here with regards to modeling asynchronous resets in
Verilog. The simulation model of a flip-flop that includes both an asynchronous set and an
asynchronous reset in Verilog might not simulate correctly without a little help from the
designer. In general, most synchronous designs do not have flop-flops that contain both an
asynchronous set and asynchronous reset, but on the occasion such a flip-flop is required. The
coding style of Example 6 can be used to correct the Verilog RTL simulations where both reset
and set are asserted simultaneously and reset is removed first.

First note that the problem is only a simulation problem and not a synthesis problem (synthesis
infers the correct flip-flop with asynchronous set/reset). The simulation problem is due to the
always block that is only entered on the active edge of the set, reset or clock signals. If the reset
becomes active, followed then by the set going active, then if the reset goes inactive, the flip-flop
should first go to a reset state, followed by going to a set state. With both these inputs being
asynchronous, the set should be active as soon as the reset is removed, but that will not be the
case in Verilog since there is no way to trigger the always block until the next rising clock edge.

For those rare designs where reset and set are both permitted to be asserted simultaneously and
then reset is removed first, the fix to this simulation problem is to model the flip-flop using self-
correcting code enclosed within the translate_off/translate_on directives and force the output to
the correct value for this one condition. The best recommendation here is to avoid, as much as
possible, the condition that requires a flip-flop that uses both asynchronous set and asynchronous
reset. The code in Example 6 shows the fix that will simulate correctly and guarantee a match
between pre- and post-synthesis simulations. This code uses the translate_off/translate_on
directives to force the correct output for the exception condition[5].

// Good DFF with asynchronous set and reset and self-
// correcting set-reset assignment
modulle dff3_aras (
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output reg g,

input d, clk, rst_n, set_n);

always @(posedge clk or negedge rst_n or negedge set _n)
if (I'rst_n) q <= 0; // asynchronous reset
else if (!set_n) q <= 1; // asynchronous set
else q <= d;

// synopsys translate off
always @(rst_n or set_n)
ifT (rst_n && !set_n) force q=1;

else release (;
// synopsys translate_on
endmodule

Example 6 — Verilog Asynchronous SET/RESET simulation and synthesis model
5.3 Advantages of asynchronous resets

The biggest advantage to using asynchronous resets is that, as long as the vendor library has
asynchronously reset-able flip-flops, the data path is guaranteed to be clean. Designs that are
pushing the limit for data path timing, can not afford to have added gates and additional net
delays in the data path due to logic inserted to handle synchronous resets. Using an asynchronous
reset, the designer is guaranteed not to have the reset added to the data path. The code in
Example 7 infers asynchronous resets that will not be added to the data path.

modulle ctr8ar (
output reg [7:0] q,

output reg Co;

input [7:0] d;

input Id, rst n, clk;

always @(posedge clk or negedge rst_n)
if ('rst_n) {co,q} <= 97"b0; // async reset
else if (1d) {co,q} <= d; // sync load
else {co,q} <= g + 17bl; // sync increment

endmodule

Example 7a - Verilog-2001 code for a loadable counter with asynchronous reset

library ieee;

use ieee.std logic_1164.all;

use ieee.std_logic_unsigned.all;
entity ctr8ar is

port (
clk in std _logic;
rst n in std_logic;
d in std_logic;
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Id : In std _logic;
q : out std_logic _vector(7 downto 0);
co : out std_logic);

end ctr8ar;

architecture rtl of ctr8ar is

signal count : std _logic_vector(8 downto 0);
begin

co <= count(8);

q <= count(7 downto 0);

process (clk, rst_n)
begin
if (rst.n = "0") then
count <= (others => "07%); -- async reset
elsit (clk"event and clk = "1%) then
ifT (Id = "17) then
count <= 0" & d; -- sync load
else
count <= count + 1; -- sync increment
end if;
end if;
end process;
end rtl;

Example 7b- VHDL code for a loadable counter with asynchronous reset

Asynchronous rst_n
(no extra path delay)

]
clk
rst_n &

Figure 7 - Loadable counter with asynchronous reset

co

Another advantage favoring asynchronous resets is that the circuit can be reset with or without a
clock present
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The experience of the authors is that by using the coding style for asynchronous resets described
in this section, the synthesis interface tends to be automatic. That is, there is generally no need
to add any synthesis attributes to get the synthesis tool to map to a flip-flop with an
asynchronous reset pin.

5.4 Disadvantages of asynchronous resets
There are many reasons given by engineers as to why asynchronous resets are evil.

The Reuse Methodology Manual (RMM) suggests that asynchronous resets are not to be used
because they cannot be used with cycle based simulators. This is simply not true. The basis of a
cycle based simulator is that all inputs change on a clock edge. Since timing is not part of cycle
based simulation, the asynchronous reset can simply be applied on the inactive clock edge.

For DFT, if the asynchronous reset is not directly driven from an 1/O pin, then the reset net from
the reset driver must be disabled for DFT scanning and testing. This is required for the
synchronizer circuit shown in section 6.

Some designers claim that static timing analysis is very difficult to do with designs using
asynchronous resets. The reset tree must be timed for both synchronous and asynchronous resets
to ensure that the release of the reset can occur within one clock period. The timing analysis for
a reset tree must be performed after layout to ensure this timing requirement is met. This timing
analysis can be eliminated if the design uses the distributed reset synchronizer flip-flop tree
discussed in section 8.2.

The biggest problem with asynchronous resets is that they are asynchronous, both at the
assertion and at the de-assertion of the reset. The assertion is a non issue, the de-assertion is the
issue. If the asynchronous reset is released at or near the active clock edge of a flip-flop, the
output of the flip-flop could go metastable and thus the reset state of the ASIC could be lost.

Another problem that an asynchronous reset can have, depending on its source, is spurious resets
due to noise or glitches on the board or system reset. See section 8.0 for a possible solution to
reset glitches. If this is a real problem in a system, then one might think that using synchronous
resets is the solution. A different but similar problem exists for synchronous resets if these
spurious reset pulses occur near a clock edge, the flip-flops can still go metastable (but this is
true of any data input that violates setup requirements).

6.0 Asynchronous reset problem

In discussing this paper topic with a colleague, the engineer stated first that since all he was
working on was FPGAs, they do not have the same reset problems that ASICs have (a
misconception). He went on to say that he always had an asynchronous system reset that could
override everything, to put the chip into a known state. The engineer was then asked what would
happen to the FPGA or ASIC if the release of the reset occurred on or near a clock edge such
that the flip-flops went metastable.

Too many engineers just apply an asynchronous reset thinking that there are no problems. They
test the reset in the controlled simulation environment and everything works fine, but then in the
system, the design fails intermittently. The designers do not consider the idea that the release of
the reset in the system (non-controlled environment) could cause the chip to go into a metastable
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unknown state, thus voiding the reset all together. Attention must be paid to the release of the
reset so as to prevent the chip from going into a metastable unknown state when reset is released.
When a synchronous reset is being used, then both the leading and trailing edges of the reset
must be away from the active edge of the clock.

As shown in Figure 8, an asynchronous reset signal will be de-asserted asynchronous to the
clock signal. There are two potential problems with this scenario: (1) violation of reset recovery
time and, (2) reset removal happening in different clock cycles for different sequential elements.

tpd trec
1 l ' 1 l' :

rst_nis ; -
asynchronous ID
to clk !

clk

rst_n

5 T

Figure 8 - Asynchronous reset removal recovery time problem
6.1 Reset recovery time

Reset recovery time refers to the time between when reset is de-asserted and the time that the
clock signal goes high again. The Verilog-2001 Standard[29] has three built-in commands to
model and test recovery time and signal removal timing checks: $recovery, $removal and
$recrem (the latter is a combination of recovery and removal timing checks).

Recovery time is also referred to as a tsu setup time of the form, “PRE or CLR inactive setup
time before CLKT™[1].

Missing a recovery time can cause signal integrity or metastability problems with the registered
data outputs.

6.2 Reset removal traversing different clock cycles

When reset removal is asynchronous to the rising clock edge, slight differences in propagation
delays in either or both the reset signal and the clock signal can cause some registers or flip-flops
to exit the reset state before others.
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7.0 Reset synchronizer

Guideline: EVERY ASIC USING AN ASYNCHRONOUS RESET SHOULD INCLUDE A
RESET SYNCHRONIZER CIRCUIT!!

Without a reset synchronizer, the usefulness of the asynchronous reset in the final system is void
even if the reset works during simulation.

The reset synchronizer logic of Figure 9 is designed to take advantage of the best of both
asynchronous and synchronous reset styles.

When reset is de-asserted
asynchronously ...

... masterrst_n is removed //—\
L

synchronously ~ masterrst_n

TT11

[

Reset distribution
buffer tree

Asynchronous
reset assertion

Figure 9 - Reset Synchronizer block diagram

An external reset signal asynchronously resets a pair of master reset flip-flops, which in turn
drive the master reset signal asynchronously through the reset buffer tree to the rest of the flip-
flops in the design. The entire design will be asynchronously reset.

Reset removal is accomplished by de-asserting the reset signal, which then permits the d-input of
the first master reset flip-flop (which is tied high) to be clocked through a reset synchronizer. It
typically takes two rising clock edges after reset removal to synchronize removal of the master
reset.

Two flip-flops are required to synchronize the reset signal to the clock pulse where the second
flip-flop is used to remove any metastability that might be caused by the reset signal being
removed asynchronously and too close to the rising clock edge. As discussed in section 5.4,
these synchronization flip-flops must be kept off of the scan chain.
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Figure 10 - Predictable reset removal to satisfy reset recovery time

A closer examination of the timing now shows that reset distribution timing is the sum of the a
clk-to-q propagation delay, total delay through the reset distribution tree and meeting the reset
recovery time of the destination registers and flip-flops, as shown in Figure 10.

The code for the reset synchronizer circuit is shown in Example 8.

modulle async_resetFFstyle2 (
output reg rst_n,
input clk, asyncrst _n);
reg rffl;

always @(posedge clk or negedge asyncrst_n)
1T (lasyncrst_n) {rst n,rffl} <= 2"b0;
else {rst_n,rffl} <= {rffl,1"bl};
endmodule

Example 8a - Properly coded reset synchronizer using Verilog-2001

library ieee;
use ieee.std logic_1164._.all;
entity asyncresetFFstyle is

port (
clk - In std_logic;
asyncrst_n :© in std _logic;
rst_n : out std_logic);

end asyncresetFFstyle;
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architecture rtl of asyncresetFFstyle is
signal rffl : std_logic;
begin
process (clk, asyncrst_n)
begin
if (asyncrst_n = "0") then
rffl <= "0°;
rst n <= "0%;
elsif (clk"event and clk = "1%) then
rffl <= "17°;
rst n <= rffl;
end 1f;
end process;
end rtli;

Example 8b - Properly coded reset synchronizer using VHDL
7.1 Reset Synchronizer Metastability??

Ever since the publication of our first resets paper[4], we have received numerous email
messages asking if the reset synchronizer has potential metastability problems on the second
flip-flop when reset is removed. The answer is that the reset synchronizer DOES NOT have reset
metastability problems. The analysis and discussion of related issues follows.

The first flip-flop of the reset synchronizer does have potential metastability problems because
the input is tied high, the output has been asynchronously reset to a 0 and the reset could be
removed within the specified reset recovery time of the flip-flop (the reset may go high too close
to the rising edge of the clock input to the same flip-flop). This is why the second flip-flop is
required.

The second flip-flop of the reset synchronizer is not subject to recovery time metastability
because the input and output of the flip-flop are both low when reset is removed. There is no
logic differential between the input and output of the flip-flop so there is no chance that the
output would oscillate between two different logic values.

7.2 Erroneous ASIC Vendor Modeling

One engineer emailed to tell us that he had run simulations with four different ASIC libraries and
that the flip-flop outputs of two of the ASIC libraries were going unknown during gate-level
simulation when the reset was removed too close to the rising clock edge[44]. This is typically
an ASIC library modeling problem. Some ASIC vendors make the mistake of applying a general
recovery time specification without consideration of the input and output values being the same.
When we asked the engineer to examine the transistor-level version of the model, he emailed
back that the circuit was indeed not susceptible to metastability problems if the d-input was low
when a reset recovery violation occurred; translation, the vendor had mistakenly applied a
general reset recovery time to the flip-flop model.

7.3 Flawed Reset De-Metastabilization Circuit
One engineer suggested using the circuit in Figure 11 to remove metastability. The flip-flop in
the circuit is an asynchronously reset flip-flop.
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Figure 11 - Flawed reset synchronizer #1

Upon further query, the engineer reported that the output and-gate was used to remove
metastability if reset is asserted too close to an active clock edge[28]. This is not necessary.
There is no reset metastability issue when reset is asserted because the reset signal bypasses the
clock signal in a flip-flop circuit to cleanly force the output low. The metastability issue is
always related to reset removal.

This engineer handled reset recovery issues as a post place & route task. The reset delays would
be measured and if necessary, a falling-clock flip-flop would be substituted for the flip-flop
shown in Figure 11.

We are not convinced that this is a robust solution to the problem because min-max process
variations may cause some reset circuits to fail if they have significantly different timing
characteristics than the measured prototype device.

7.4  Simulation testing with resets

One EDA support engineer reported that design engineers are running simulations and releasing
reset on the active edge of the clock. It should be noted that most of the time, this is a Verilog
race condition and is almost always a real hardware race condition.

On real hardware, if the reset signal is removed coincident with a rising clock edge, the reset
signal will violate the reset recovery time specification for the device and the output of the flip-
flop could go metastable. This is another important reason why the reset synchronizer circuit
described in section 7.0 is used for designs that include asynchronous reset logic.

In a simulation, if reset is removed on a posedge clock, there is usually no guarantee what the
simulation result will be. Even if the RTL code behaves as expected, the gate-level simulation
may behave differently due to event scheduling race conditions and different IEEE-Verilog
compliant simulators may even yield different RTL simulation results. Most ASIC libraries will
drive an X-output from the gate-level flip-flop simulation model when a reset recovery time
violation occurs (typically modeled using a User Defined Primitive, or UDP for short).

Since one important goal related to testbench creation is to make sure that the same testbench
can be used to verify the same results for both pre- and post-synthesis simulations, in our
testbenches we always change the reset signal on the inactive clock edge, far away from any
potential recovery time violation and simulation race condition.

Guideline: In general, change the testbench reset signal on the inactive clock edge using
blocking assignments.
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Another good testbench strategy is to assert reset at time 0 to initialize all resetable registers and
flip-flops. Asserting reset at time zero could also cause a Verilog race condition but this race
condition can be easily avoided by making the first testbench assignment to reset using a
nonblocking assignment as shown in Example 9. Using a time-0 nonblocking assignment to reset
causes the reset signal to be updated in the nonblocking update events region of the Verilog
event queue at time 0, forcing all procedural blocks to become active before the reset signal is
asserted, which means all reset-sensitive procedural blocks are guaranteed to trigger at time 0
(no Verilog race issues).

initial begin // clock oscillator
clk <= 0; // time 0 nonblocking assignment
forever #( CYCLE/2) clk = ~clk;

end

initial begin
rst_ n <= 0; // time 0 nonblocking assignment
@(posedge clk); // Wait to get past time O
@(negedge clk) rst = 1; // rst_n low for one clock cycle

end
Example 9 - Good coding style for time-0 reset assertion

One EDA tool support engineer who receives complaints about Verilog race conditions by
engineers that release reset coincident with the active clock edge in their testbenches (as noted
above, this is a real hardware race condition, a Verilog simulation race condition, and in our
opinion a sign of a poorly trained Verilog engineer) recommended that design engineers avoid
asynchronous-reset flip-flops to eliminate the potential Verilog race conditions related to reset
removel. He then showed a typical asynchronous reset flip-flop model similar to the one shown
in Example 10.

always @ (posedge clk or negedge rst_n)
ifT (Irst_n) q <= 0;
else q <= d;

Example 10 - Typical coding style for flip-flops with asynchronous resets

He correctly noted that either the clk would go high while rst_n is low, causing q to be reset, or
clk could go high after rst_n is released, causing q to be assigned the value of d.

We pointed out that synchronous reset flip-flops can experience the same non-deterministic
simulation results for the exact same reason and that synchronous reset flip-flops do not change
the fact that this would still be a real hardware problem. Conclusion: do not release reset
coincident with the active clock edge of the design from a testbench. This might make a good
interview question for design and verification engineers!
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8.0 Reset distribution tree

The reset distribution tree requires almost as much attention as a clock distribution tree, because
there are generally as many reset-input loads as there are clock-input loads in a typical digital
design, as shown in Figure 12. The timing requirements for reset tree are common for both
synchronous and asynchronous reset styles.

Clock distribution tree ]
c / / ——
LD*FD |
‘ :/ / 23
o> / — | Y
4>  / I
T;)_
1 | e
— masterrst_n ]
- 9
rst_n . ﬂb _—
The reset distribution tree has

L4

almost as many loads as the
clock distribution tree

Figure 12 - Reset distribution tree

One important difference between a clock distribution tree and a reset distribution tree is the
requirement to closely balance the skew between the distributed resets. Unlike clock signals,
skew between reset signals is not critical as long as the delay associated with any reset signal is
short enough to allow propagation to all reset loads within a clock period and still meet recovery
time of all destination registers and flip-flops.

Care must be taken to analyze the clock tree timing against the clk-g-reset tree timing. The
safest way to clock a reset tree (synchronous or asynchronous reset) is to clock the internal-
master-reset flip-flop from a leaf-clock of the clock tree as shown in Figure 13. If this approach
will meet timing, life is good. In most cases, there is not enough time to have a clock pulse
traverse the clock tree, clock the reset-driving flip-flop and then have the reset traverse the reset
tree, all within one clock period.

SNUG Boston 2003 25 Asynchronous & Synchronous Reset
Rev 1.3 Design Techniques - Part Deux



Clock distribution T
tree instantiation —

clk
mEre)
Reset- — Masterrst_ n ]
synchronizer —
is driven from
afanned-out | ¢ TP_
clock ] Q
rst_n . —
- i)

Reset distribution tree
(reset must be removed before
the next rising clock edges)

L4

Figure 13 - Reset tree driven from a delayed, buffered clock

In order to help speed the reset arrival to all the system flip-flops, the reset-driver flip-flop is
clocked with an early clock as shown in Figure 14. Post layout timing analysis must be made to
ensure that the reset release for asynchronous resets and both the assertion and release for
synchronous reset do not beat the clock to the flip-flops; meaning the reset must not violate setup
and hold on the flops. Often detailed timing adjustments like this can not be made until the
layout is done and real timing is available for the two trees.
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Figure 14 - Reset synchronizer driven in parallel to the clock distribution tree

Ignoring this problem will not make it go away. Gee, and we all thought resets were such a
basic topic.

8.1 Synchronous reset distribution technique

For synchronous resets, one technique is to build a distributed reset buffer tree with flops
embedded in the tree (see Figure 15). This keeps the timing requirements fairly simple, because
you don’t have to reach every flip-flop in one clock period. In each module, the reset input to the
module is run through a simple D-flip-flop, and then this delayed reset is used to reset logic
inside the module and to drive the reset input of any submodules. Thus it may take several
clocks for all flip-flops in the design to be reset (Note: similar problems are seen with multi-
clock designs where the reset signal must cross clock domains). Thus each module would
contain code such as

input reset_raw;

// synopsys sync_set_reset "reset”
always @ (posedge clk) reset <= reset_raw;

where reset is used to synchronously reset all logic within the enclosed module, and is also
connected to the reset_raw port of any submodules.
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Figure 15 - Synchronous reset distribution method using distributed synchronous flip-flops

With such a technique the synchronous reset signal can be treated like any other data signal, with
easy timing analysis for every module in the design, and reasonable fanouts at any stage of the
reset tree.

8.2 Asynchronous reset distribution technique

For asynchronous resets, an interesting technique is to again use a distributed asynchronous reset
synchronizer scheme, similar to the reset tree described in section 8.1, to replace the reset buffer
tree (see Figure 16).

This approach for asynchronous resets places reset synchronizers at every level of hierarchy of
the design. This is the same approach as distributing synchronous reset flip-flops as discussed in
section 8.1. The difference, is that there are two flip-flops per reset synchronizer at each level
instead of one flip-flop used for the synchronous reset approach. The local reset drives the
asynchronous reset inputs to local flip-flops instead of being gated into the data path as done
with the synchronous reset technique.

This method of distributed reset synchronizers will reset the same as having one reset
synchronizer at the top level, in that the design will asynchronously reset when reset is applied
and will be synchronously released from the reset. However, the design will be released from
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reset over a number of clock cycles as the release of reset trickles through the hierarchical reset
tree.

Module
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rst_n
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Figure 16 - Asynchronous reset distribution method using distributed reset synchronizers

Note that using this technique, the whole design may not come out of reset at the same time
(within the same clock cycle). Whether or not this is a problem is design dependent. Most
designs can deal with the release of reset across many clocks. If the design functionality is such
that the whole design must come out of reset within the same clock cycle, then the reset tree of
reset synchronizers must be balanced at all end points. This is true for both synchronous and
asynchronous resets.

Section 8.0 discussed details about buffering the global asynchronous reset tree. The biggest
problem with this approach is the timing verification of the reset tree to ensure that the release of
the reset occurs within one clock period. Preliminary analysis can be done prior to place and
route, but the reset tree from section 8.0 must be analyzed after place & route (P&R).
Unfortunately, if timing adjustments are required, the designer most often must make these
adjustments by hand in the P&R domain and then re-time the routed design, repeating this
process until the timing requirements are met. The approach discussed in this section using the
distributed reset synchronizers removes the backend manual adjustments and will allow the
synthesis tools to do the job of timing and buffering the design automatically. Using this
distribution technique, the reset buffering is completely local to the current level (the same as
with the synchronous approach discussed in section 8.1).
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When using asynchronous resets, it is vitally important that the designer uses the proper
variables set to the proper settings in both DC and PT to ensure that the asynchronous reset
driven from the g-output of the reset synchronizing flip-flops are buffered (if needed) and timed.
Details on these settings can be found in SolvNet article #901989[43]. The article states, both
DC and PT can and will time to the asynchronous reset input against the local clock if the
following variables are set:

pt_shell> set timing_disable_recovery_removal _checks "false™
dc_shell> enable_recovery_removal_arcs "true"

These settings should be the default setting from Synopsys (just make sure they are set for your
environment). With these flags set correctly, and the distributed reset synchronizers, the clock-
tree-like task of building a buffered reset tree is eliminated.

If you are designing FPGAs, then the reset synchronizer distribution method discussed in this
section may be preferred[30]. There are two good reasons this may be true: (1) The Global
Set/Reset (GSR) buffer on most FPGAs does both asynchronous reset and asynchronous reset
removal with all of the associated problems related to asynchronous reset removal already
detailed in this paper. Unless an FPGA vendor has implemented a reset synchronizer on-chip, the
engineer will need to implement an off-chip asynchronous reset synchronizer and the inter-chip
pin-pad delays may be too slow to effectively implement. (2) It is not unusual to have multiple
clock buffers with multiple clock domains but only one GSR buffer and each clock domain
should control a corresponding reset synchronizer (discussed in section 11.0).

There is also a good reason to consider using asynchronous resets instead of synchronous resets
in an FPGA device. In general, FPGAs have an abundance of flip-flops, but FPGA design speed
is often limited by the size of the combinational blocks required for the design. If a block of
combinational logic does not fit into a single cell of FPGA lookup tables, the combinational
logic must be continued in additional lookup tables with corresponding lookup delays and inter-
cell routing delays. The use of synchronous resets typically requires at least part of a lookup
table that might be needed by a combinational logic block.

And finally, DFT for FPGAs is a non-issue since FPGA designs do not include DFT internal
scan, thus the issues regarding DFT with asynchronous resets on an FPGA do not exist.

9.0 Reset-glitch filtering

As stated earlier in this paper, one of the biggest issues with asynchronous resets is that they are
asynchronous and therefore carry with them some characteristics that must be dealt with
depending on the source of the reset. With asynchronous resets, any input wide enough to meet
the minimum reset pulse width for a flip-flop will cause the flip-flop to reset. If the reset line is
subject to glitching, this can be a real problem. Presented here is one approach that will work to
filter out the glitches, but it is ugly! This solution requires that a digital delay (meaning the
delay will vary with temperature, voltage and process) to filter out small glitches. The reset
input pad should also be a Schmidt triggered pad to help with glitch filtering. Figure 17 shows
the implementation of this approach.
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Figure 17 - Reset glitch filtering

In order to add the delay, some vendors provide a delay hard macro that can be hand instantiated.
If such a delay macro is not available, the designer could manually instantiate the delay into the
synthesized design after optimization — remember not to optimize this block after the delay has
been inserted or it will be removed. Of course the elements could have don’t touch attributes
applied to prevent them from being removed. A second approach is to instantiated a slow buffer
in a module and then instantiated that module multiple times to get the desired delay. Many
variations could expand on this concept.

This glitch filter is not needed in all systems. The designer must research the system
requirements to determine whether or not a delay is needed.

10.0 DFT for asynchronous resets

One important issue related to asynchronous resets has to do with the use of Design For Test
(DFT). Engineers have commented that the toughest part about using asynchronous resets in a
design is related to DFT[26] while other engineers that are using DFT with asynchronous resets
claim it is not difficult[6]. If an asynchronous reset is being gated and used as an active
functional input, DFT becomes difficult.

If the asynchronous reset is used as part of the functional design, then all the comments in
ESNUG #4009 item 11[26] regarding DFT difficulties are correct. DFT will be hard, if not
impossible. The functional design is no longer following the base design guidelines for
synchronous design that the synthesis and timing analysis tools require for accurate and correct
results. The guidelines recommended in this paper with regards to asynchronous reset are based
on the reset being only an initialization reset and that reset is not part of the functionality of the
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device. The only logic in the reset path would be the reset synchronizers. If this design
approach is used, then the DFT approach discussed below provides a very simple and thorough
approach to DFT for asynchronous reset.

Applying Design for Test (DFT) functionality to a design is a two step process. First, the flips-
flops in the design are stitched together into a scan chain accessible from external 1/O pins, this
is called scan insertion. The scan chain is typically not part of the functional design. Second, a
software program is run to generate a set of scan vectors that, when applied to the scan chain,
will test and verify the design. This software program is called Automatic Test Program
Generation or ATPG. The primary objective of the scan vectors is to provide foundry vectors for
manufacture tests of the wafers and die as well as tests for the final packaged part.

The process of applying the ATPG vectors to create a test is based on:
1. scanning a known state into all the flip-flops in the chip,
2. switching the flip-flops from scan shift mode, to functional data input mode,
3. applying one functional clock,
4. switching the flip-flops back to scan shift mode to scan out the result of the one
functional clock while scanning in the next test vector.

The DFT process usually requires two control pins. One that puts the design into “test mode.”
This pin is used to mask off non-testable logic such as internally generated asynchronous resets,
asynchronous combinational feedback loops, and many other logic conditions that require
special attention. This pin is usually held constant during the entire test. The second control pin
is the shift enable pin.

In order for the ATPG vectors to work, the test program must be able to control all the inputs to
the flip-flops on the scan chain in the chip. This includes not only the clock and data, but also
the reset pin (synchronous or asynchronous). If the reset is driven directly from an 1/0 pin, then
the reset is held in a non-reset state. If the reset is internally generated, then the master internal
reset is held in a non-reset state by the test mode signal. If the internally generated reset were
not masked off during ATPG, then the reset condition might occur during scan causing the flip-
flops in the chip to be reset, and thus lose the vector data being scanned in.

Even though the asynchronous reset is held to the non-reset state for ATPG, this does not mean
that the reset/set cannot be tested as part of the DFT process. Before locking out the reset with
test mode and generating the ATPG vectors, a few vectors can be manually generated to create
reset/set test vectors. The process required to test asynchronous resets for DFT is very straight
forward and may be automatic with some DFT tools. If the scan tool does not automatic test the
asynchronous resets/sets, then they must be setup manually. The basic steps to manually test the
asynchronous resets/sets are as follows:

1. scan in all ones into the scan chain
issue and release the asynchronous reset
scan out the result and scan in all zeros
issue and release the reset
scan out the result
set the reset input to the non reset state and then apply the ATPG generated vectors.

This test approach will scan test for both asynchronous resets and sets. These manually
generated vectors will be added to the ATPG vectors to provide a higher fault coverage for the
manufacture test. If the design uses flip-flops with synchronous reset inputs, then modifying the
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above manual asynchronous reset test slightly will give a similar test for the synchronous reset
environment. Add to the steps above a functional clock while the reset is applied. All other steps
would remain the same.

For the reset synchronizer circuit discussed in this paper, the two synchronizer flips-flops should
not be included in the scan chain, but should be tested using the manual process discussed above.

11.0 Multi-clock reset issues

For a multi-clock design, a separate asynchronous reset synchronizer circuit and reset
distribution tree should be used for each clock domain. This is done to insure that reset signals
can indeed be guaranteed to meet the reset recovery time for each register in each clock domain.

As discussed earlier, asynchronous reset assertion is not a problem. The problem is graceful
removal of reset and synchronized startup of all logic after reset is removed.

Depending on the constraints of the design, there are two techniques that could be employed: (1)
non-coordinated reset removal, and (2) sequenced coordination of reset removal.

1 arst_n
aclk All resets
P removed at nearly
rst_n the same time
— brst_n /
bclk
rst_n -
= crst_n
cclk
rst_n -

Figure 18 - Multi-clock reset removal

11.1 Non-coordinated reset removal

For many multi-clock designs, exactly when reset is removed within one clock domain compared
to when it is removed in another clock domain is not important. Typically in these designs, any
control signals crossing clock boundaries are passed through some type of request-acknowledge
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handshaking sequence and the delayed acknowledge from one clock domain to another is not
going to cause invalid execution of the hardware. For this type of design, creating separate
asynchronous reset synchronizers as shown in Figure 18 is sufficient, and the fact that arst_n,
brst_nand crst_n could be removed in any sequence is not important to the design.

11.2 Sequenced coordination of reset removal

For some multi-clock designs, reset removal must be ordered and proper sequence. For this type

of design, creating prioritized asynchronous reset synchronizers as shown in Figure 19 might be

required to insure that all ac Ik domain logic is activated after reset is removed before the bclk
logic, which must also be activated before the cclk logic becomes active.

arst_n
[ ] -
Resets are
removed in an

1st \
ordered sequence

2nd / / brst_n

belk /

@ ard

aclk

]

] crst_n

cclk ’7

rst_n

Figure 19 - Multi-clock ordered reset removal

For this type of design, only the highest priority asynchronous reset synchronizer input is tied
high. The other asynchronous reset synchronizer inputs are tied to the master resets from higher
priority clock domains.

12.0 Conclusions

Properly used, synchronous and asynchronous resets can each guarantee reliable reset assertion.
Although an asynchronous reset is a safe way to reliably reset circuitry, removal of an
asynchronous reset can cause significant problems if not done properly.
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The proper way to design with asynchronous resets is to add the reset synchronizer logic to allow
asynchronous reset of the design and to insure synchronous reset removal to permit safe
restoration of normal design functionality.

Using DFT with asynchronous resets is still achievable as long as the asynchronous reset can be
controlled during test.

Whether the design uses synchronous or asynchronous resets, using one of the distributed flip-
flop trees as described in this paper may be worthy of consideration by the designer since they
remove many of the issues related to buffering, timing and layout of a reset tree.

In conclusion, simple little resets ... aren't!
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Revision 1.2 (September 2003) - What Changed?

Figure 15 - Synchronous reset distribution method using distributed synchronous flip-flops and
Figure 16 - Asynchronous reset distribution method using distributed reset synchronizers were
added to the paper to help show how the described reset distribution methods are done.

Revision 1.3 (July 2004) - What Changed?

The example 7b code incorrectly showed a VHDL example with synchronous reset. The code
has been corrected to show asynchronous resets. Multiple readers pointed out the problem but
the update was just made.
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